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Dominik F. Dominković (CS7) DTU 2023.03.30
Gokhan Kirkil (CS8) KHAS 2023.06.27
Emre Celebi (CS8) KHAS 2023.06.27
Ahmet Yucekaya (CS8) KHAS 2023.06.27
Franziska Holz (CS8) DIW Berlin 2023.06.27

Luis Olmos (CS1) Comillas 2023.04.20
Dimitri Pinel (CS2) SINTEF 2023.04.20
Michael Belsnes (CS3) SINTEF 2023.04.30
Andrés Ramos (CS4) Comillas 2023.04.20
Theresia Perger (CS5) TU Wien 2023.04.20
Amos Schlechdorn (CS6) DTU 2023.04.20
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Abstract

8 case studies were performed during the Open ENTRANCE project, as a real-size proof of concept of
the project, covering the main topics of the energy transition. The main objectives of the case studies
were:

• Show the adequacy and relevance of the Open ENTRANCE platform. For this purpose, the
case studies have been using scenarios, assumptions and data developed within Work Package
3 “Scenario Building Exercises”, and the suite of modelling tools supplied by Work Package 5
“Suite of Modelling tools”.

• Show the ability of the proposed approach to answer specific questions related to the evolution
of the energy system. This has been done with a specific focus on the effects of decentralisa-
tion, variability, the need for flexibility, real market functioning, integration of energy sectors,
behaviour of individuals and communities of actors.

• Provide complementary inputs (data) to Work Package 3 “Scenario Building Exercises”. This
has taken place during the process of running the case studies, which conducted to a new version
of the Scenarios in WP3.

In order to perform the case studies, simulations were run using the linked models developed within
WP5 “Suite of Modelling tools” and the scenario dataset developed within WP3 “Scenario Building
Exercises”. As for the dataset, in order to ensure consistency among studies, supplemental data, which
were needed on specific items, were added while performing the case studies. Therefore, it will be
possible to easily re-run case studies or derive variants or challenge them by using other models/data.

Regarding the linkage of the data and models, it relied on the common Open ENTRANCE data
format (see [3] as well as on the nomenclature which is defining the variables and regions names, as
well as establishing rules for using them (see the open repository [1], and [2] for a detailed description
of its organisation. The case studies are the following:

• Case study 1 is dedicated to Demand-Response from household consumers. It evaluates the
flexibility potential when using load-control with household consumers and study its impact on
the integrated European electricity system cost, operation and investments needs.

• Case study 2 is dedicated to behaviour of communities of actors. It studies shared energy
management in different local energy community concepts, taking into account the individual
preferences of the actors involved. Based on comprehensive modelling, the quantitative results
have been up-scaled on country and European level.

• Case study 3 is dedicated to flexibilities and storage. It analyses how the uses of flexible hy-
dropower and more generally of different kinds of storages (pumped-hydro, batteries, gas. . . .)
can tackle some of the main challenges of the energy transition.

• Case study 4 is dedicated to cross-sector integration, with a specific focus on the flexibilities
provided by electric vehicle owners to the electricity system. It also evaluates the impact of
import hydrogen prices on the integrated system.

• Case study 5 compares different levels of geographic coordination for investment decisions, both
at regional and European level, focusing on the topic of decentralisation. In particular regional
decisions with local objectives were compared with European coordinated decisions with global
targets.
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• Case study 6 analyses the use of innovative technology in terms of underground rocks for seasonal
storage of heat from summer to winter in a district in Oslo, Norway. The analyses show the
impact on the energy system in the district.

• Case study 7 evaluates how the use of flexibilities from the heating sector at different time scales
(short-time planning with hourly to 5 minutes resolution) may have an impact on the system
operation costs and network expansion needs in Denmark.

• Case study 8 investigates the role of natural gas storage in current and future energy systems in
Turkey.
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Abstract

The overall objective of Case Study 1 (CS1) is to estimate achievable-technical potentials for resi-
dential household Demand Load Control (DLC), from 2022 to 2050, and to evaluate their impact
on the European electricity system, in terms of costs, investment decisions and operation, in a
consistent way with the openENTRANCE Techno-FriendlyV2 scenario. The case study focuses on
residential DLC flexibility, and it does not take into account DLC potentials from industrial and
commercial sectors. Moreover, it only considers load shifting and not load curtailment meaning
that the energy consumed by each flexible device is kept unchanged (on a given reference period)
while the power consumption profile may change along the time.

The first step of CS1 consists of estimating the household DLC potential for the 27 countries of
the European Union in addition to Great Britain, Norway, Switzerland, and Turkey. Ten electric-
consuming devices were considered for this project because of their high-power demand and ability
to be flexible with regard to their time of use such as electric air-to-air heat pumps and electric
vehicles. One major novelty of this work is to take into account the willingness of people to
participate in DLC programs when estimating the DLC potential. This is done by the introduction
of a participation rate estimated from previous studies and residential DLC pilots based on recent
observations of consumers behavior. For each of the ten considered devices, hourly profiles are
generated at the NUTS2 level for the 31 countries considered in the study from 2022 to 2050.
These estimates are based on the most recent empirical studies of usage patterns. For each region,
the demand flexibility associated with a specific device is characterized by its maximum power
consumption and maximum power reduction potentials. For 2022, the average hourly achievable
DLC potential is estimated around 7 GW for load reduction and 51 GW for load increase. By
2050, the average hourly potential is estimated around 12 GW for load reduction and 67 GW for
load increase.

In the second step of CS1, the objective is to evaluate the impact of the estimated DLC potentials
on the European electricity system through two modelling tools, namely EMPIRE, and Plan4EU.
EMPIRE focuses on the impact of DLC programs on long-term investment decisions, including
various generation resources, energy storage devices, and transmission lines. It provides an optimal
pathway for the transition of the European electricity system from 2022 to 2060. Although the
EMPIRE modelling framework seeks to derive an optimal pathway for long-term capacity expansion
planning, it also takes the short-term operation of the system into account. Four case studies with
DLC — whereby different pathways of residential DLC programs are characterized — are studied.
The results of these case studies are then compared with a base case that does not include DLC
programs. The results of these four case studies show a decrease in the total costs, ranging from
0.26% to 0.99%, compared to the base case without DLC programs.

Plan4EU focuses on year 2050 and simulates the operation of all the flexibilities including
generation plants, storage assets and DLC, with a granularity of one hour for fourteen countries
(or aggregation of countries) in Europe, on 37 ”stochastic scenarios” representing uncertainties on
demand, renewable generation and inflows. Three cases are considered depending on the level of the
participation rate considered: a reference case without use of DLC; a conservative case with partial
use of DLC (assuming the population is willing to participate in DLC programs in 2050 has not
increased w.r.t. 2020); an optimistic case with a full use of DLC (assuming 100% of participation
to DLC programs in 2050).

Plan4EU evaluates the impact of DLC on the 2050 European Electricity system in terms of
operation costs, marginal costs and energy generated per technology. We observe that the use of
DLC induces a reduction of operation costs of 0.45 % in the conservative case and close to 2.5 % in
the optimistic case. Similarly, household DLC allows both to reduce the average level of marginal
costs and their dispersion. In terms of energy, it contributes to decrease photovoltaic curtailment
allowing to increase the use of photovoltaic energy by almost 1% of the generated energy, while it
reduces the use of small storages by 1.3 % of the generated energy.
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1.1 Introduction

The present case study consists in analysing the Demand Load Control (DLC) potential allowing to
shift a part of electricity demand and to assess the impact of this DLC flexibility on the operation
and the resulting costs of the European electricity system. Data from real-life field-tests, recently
carried out in several EU nations have been used. Such data directly reflect human behaviour and
individual choices related to electricity consumption and contribute to an improved understanding of
the potentials of DLC for the system and for individuals. The improved understanding of flexibility
potentials has been used as input for the EMPIRE and plan4EU power system models to assess the
system level impacts of flexibility under various scenarios and regimes. The models have been used in
parallel as they focus their analyses on different aspects of the electricity system, with EMPIRE focused
on capacity expansion and plan4EU focused on the operation of the electricity system with a detailed
hourly model. Analyzing the outputs of the two models across various scenarios and assumptions of
demand flexibility allows for a more holistic understanding of how demand flexibility can be considered
in electricity system models and the consequences of this consideration.

The present report is organized as follows. Section 1.2 recalls the overall objectives of the case
study. Then a brief explanation of the modelling frameworks used in this study, namely EMPIRE
and plan4EU, is given in Section 1.3. Afterwards, Section 1.4 describes the DLC data set used in this
study. Section 1.5 outlines the methodology of the employed modelling frameworks to incorporate
DLC programs. Section 1.6 describes the input data used in this report. The results are provided
in Section 1.7. This section is comprehensive and the results of the two modelling frameworks are
discussed in detail. Section 1.8 then discusses the limitations of the employed modelling frameworks.
Finally, Section 1.9 concludes the study.

1.2 Overall objective of the case study

The overall objective of this case study is to gain new insights into:

• What is the potential of DLC focusing on residential load shifting flexibility, including both
technical aspects related to devices and behavioral aspects related to the willingness of consumers
to participate in such programs?

• What are the impacts of DLC on the operation of the electricity system?

• What are the long-term system effects of DLC in the transformation of the electricity system?

1.3 Short summary of models used

This section briefly explains the two modelling frameworks used in this study with EMPIRE on the
one hand and plan4EU on the other hand. Before describing this setting in details, let us underline
that this case study only focuses on residential load shifting while load curtailment is not considered.
Hence, demand flexibilities can be modelled in both tools as virtual short-term storages with two types
of constraints:

• Power constraints imposing some maximum and minimum injection and withdrawal power con-
straints (allowing to limit the deviation of the power consumption profile of the device from its
nominal consumption profile);

• Energy constraint imposing the state of charge of the battery to come back to its initial level
after a fixed period (e.g. 2 hours) on which the load shifting flexibility can be operated.

No costs are associated to the use of DLC since the energy constraint is supposed to preserve the
quality of service for the consumer.
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1.3.1 EMPIRE Modelling Framework

The EMPIRE modelling framework is a linear multi-horizon stochastic programming model to derive
long-term investment planning of a power system. The power system is presented as a network of nodes
(representing a country or region) and arcs in the model where the decisions are made in two temporal
scales (each representing one stage): investment time steps and operational time steps. In this regard,
in EMPIRE, the investment decisions are subject to both long-term capacity expansion constraints
and short-term operational constraints. The short-term uncertainties (i.e., variable production of
renewable energy resources and load consumption) are taken into account through several stochastic
scenarios. The object of EMPIRE is to optimize the long-term investment in generation resources,
energy storage systems, and transmission lines by minimizing the total cost of the system. Therefore,
the power market is assumed to be perfectly competitive in the model. The model was originally
designed to analyze the decarbonization of the European power system with a focus on the supply
side. The EMPIRE model was recently published as an open-source model [1].

To incorporate the responsive loads in the EMPIRE modelling framework, each category of resi-
dential appliances is modelled as an energy storage device through the DLC module which is already
available in EMPIRE. The activation of responsive loads is considered to be free, meaning that no
cost — neither operational nor investment — is associated with DLC programs in the model. The
results will then reveal the highest benefit of implementing DLC programs which will be useful for
making policies regarding the participation of responsive loads in direct load control programs.

1.3.2 Plan4EU modelling framework

Case study 1 makes use of the scenario valuation layer of plan4EU which allows to evaluate the
operation costs of the electricity system by simulating the operation of the existing assets (power
plants, storage etc.) on a typical period of one year with a granularity of one hour, taking into
account uncertainties induced by demand, renewable generation and inflows. This layer contains two
distinct models: the seasonal storage valuation model and the European unit commitment model.
Those 2 models are ‘hard-linked’, meaning that the unit commitment model is used as the solver for
evaluating sub-problems created within the seasonal storage valuation model.
The seasonal storage valuation model provides an accurate account of “the expected value” that
seasonal storage (e.g. hydraulic reservoirs) can bring to the system. The actual use of the storage may
in particular depend on uncertain adverse climatic situations (intense cold), but the ability to store
the energy may in turn also depend on uncertain climatic conditions (e.g. draught). Such a vision of
expected value should be transferred in an appropriate way to shorter time span tools, such as the
unit commitment model. In turn computing an accurate value intrinsically depends on the value of
substitution, and thus ultimately on the unit commitment tool as well.
The unit commitment model computes an optimal (or near optimal) schedule for all the system assets
on a typical period of one year, with a typical granularity of one hour in order to satisfy demand (in
this case study ancillary services are not taken into account) at the lowest cost with a deterministic
approach for several chronicles modelling uncertainties on demand, renewable generation and inflows.
It ensures that the given system is ”feasible” in the sense that on each uncertainty chronicle, at each
hour of the year, including peak hours, it is able to fulfil power demand supply (with a limited non
served energy), transmission capacities limits and technical constraints of all assets.

1.4 Demand load control assumptions and approach

A quantitative prediction for residential electricity demand and the potential for direct load control
(DLC) for Europe at a fine spatial scale for years 2022-2050 has been developed. To date only
theoretical and spatially coarse measurements of this potential exist for a subset of technologies used
in the residential sector. To fill this need, we generate hourly load profiles for the residential sector
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for key electricity consuming devices that take into account the most recent empirical studies of usage
patterns, and of the cost and willingness of households to participate in DLC programs. Additionally,
we extend the list of investigated technologies by the important classes of electric mobility and heat
pumps for electric space heating. The Python and R scripts along with the input and final data for
this work are freely available for external users. These resources are hosted on Zenodo (see O’Reilly
et al. [8]). A detailed description of the methodology is also available in [8].

1.4.1 Demand Side Management: Demand Response vs Demand Load Control

Demand Side Management (DSM) operates as a set of implicit (Demand Response) and explicit control
schemes (Demand Load Control) that can be used in conjunction or individually to reduce, increase,
or shift the consumption of energy resources with respect to time [4] (for a historical overview of the
field see [6]). [7] presents an overview of the types of control schemes along with their infrastructural,
architectural, and operation criteria for DSM measures. Their work separates DSM into six control
schemes: frequency-based, direct control over utility equipment, direct control over end-use equipment,
price-based, market-based, and model-based predictive. The study notes that price-based control
schemes that utilize static tariffs (e.g. time of use), dynamic tariffs (e.g. critical peak pricing), or
real-time tariff (e.g. real time pricing) have seen increased attention but result in uncertain aggregate
response. This is why the present study focuses on DLC and does not include Demand Response.

1.4.2 Load shifting vs load curtailment

One can distinguish two types of DSM flexibilities illustrated on Figure 1.1.

• Load shifting consists in advancing or delaying the power consumption of an electrical device
but the total energy consumption over a reference period remains unchanged as illustrated on
the left graph of Figure 1.1.

• Load curtailment consists in cancelling the use of an electrical device which results in a decrease
of power consumption as illustrated on the right graph of Figure 1.1.

However, load curtailment often generates a ”rebound effect” to compensate for the load reduction
which may happen after or even before the load curtailment event. Load shifting integrates by con-
struction this rebound effect by assuming a fixed energy consumption on a given reference period.
This is why this study focuses on load shifting. Besides since the power consumption is unchanged,
the quality of the service for the consumer can be supposed to be unchanged.

Figure 1.1: Load shifting (on the left graph) and load curtailment (on the right graph)
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1.4.3 Demand load control model and data provided to Empire and PlanEU

We provide DLC potentials for 10 residential devices available for DLC from 2022-2050 in Europe.
The potentials are based on achievable participation rates from previous studies and residential direct
load control pilots. These estimates are provided for the NUTS2 level from 2022-2050 for the EU27,
Turkey, Switzerland, Norway, and the United Kingdom. The electric consuming devices considered
for this project are dishwasher (DW), washing machine (WM), tumble drier (TD), electric storage
heater (SH), electric air-to-air heat pump (HP), electric water heater with storage capabilities (WH),
heat circulation pump (CP), air conditioning (AC), refrigerators and freezers (Ref), and fully battery
electric vehicles (EV). The devices were chosen because of their high-power demand and ability to be
flexible with regard to timing of use. Annual demand profiles for each of these devices are generated
on the NUTS2 level for the EU27, United Kingdom, Turkey, Switzerland, and Norway on an hourly
granularity from 2020 to 2050 for a representative day for each month (i.e. 24 hours for an average
day in each month). For each type of consumption device, we provide Empire and plan4EU with a
simplified description of the associated demand flexibility in a given region (at the NUTS2 granularity)
characterized by four features

• Maximum reduction profiles providing for each hour the (estimated) nominal consumption
of the appliances when no DLC is applied provided for each target year from 2020 to 2050 for a
representative day for each month;

• Maximum dispatch profiles providing for each hour the maximum power consumption of the
appliances (it is also provided from 2020 to 2050 for a representative day for each month);

• t.shift defining how many hours the DLC event can take place recalling that the DLC event
occurs when the effective consumption profile deviates from the Maximum reduction profile while
the total consumed energy during the period is conserved;

• Participation rates coefficients between 0 and 1 determined for each appliance of each of the
31 considered countries determining the proportion of appliances which are participating in the
DLC program (1 corresponds to a participation of all the appliances while 0 corresponds to the
reference situation without DLC).

Maximum reduction and dispatch profiles determine for each hour the maximum potential for load
increase or decrease. The “t.shift” allows to discretize the year into a collection of subperiods, [ti, ti+1],
with duration “t.shift” recovering the whole year. On each subperiod [ti, ti+1] the controlled appliances
are supposed to consume the same energy as the energy consumed by the maximum reduction profile
on that subperiod.

Figure 1.2 shows the load reduction and increase potential estimated for each NUTS2 region for
different target years. For 2022, the average hourly achievable DLC potential for the entire study area
is estimated (for the whole Europe) around 7 GW for load reduction and 51 GW for load increase.
By 2050, the average hourly potential is estimated around 12 GW for load reduction and 67 GW
for load increase. Those figures may be compared to the mean European hourly demand (obtained
by dividing the yearly final energy from the TechnoFriendlyV2 scenario by 8760): 445GW in 2018,
502GW in 2025 and 613GW in 2050.

1.4.4 Methods and parameters used to estimate the Participation rate

Theoretical potentials for residential Demand Load Control (DLC) exist on a European (EU) wide
scale but potentials that account for consumer willingness to participate in DLC programs are limited
[9]. The objective is here to provide achievable-technical residential DLC potentials. To that end,
participation rates are introduced for each of the appliances and the countries considered in this
study. It is calculated in two stages.
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Figure 1.2: Average hourly reduction (on the left graph) and increase (on the right graph) potential
by NUTS2 regions for selected years

First, for each type of device, a so-called “realistic” participation rate is calculated. Achievable
participation rates are calculated by averaging participation rates provided from previous studies.
Studies that were hypothetical, survey based, were multiplied by 0.45 to adjust for hypothetical bias.
The coefficient allows the rate to pass from optimistic (hypothetical) to achievable participation rates
on the differences observed between theoretical studies and residential load control pilots. The resulting
achievable participation rates provide a conservative estimation of the DLC participation specific to
each device, but it does not yet take into account the diversity of behavior between countries. In a
second step, for each device considered, a specific participation rate is derived for each country. To do
this, for each device, the participation rates obtained previously are multiplied by a country specific
coefficient characterizing the willingness of a population in a given country to participate in a DLC
program. These country specific coefficients are calculated on the basis of the survey [10] conducted
in ECHOES H2020 project in 2018 across 31 European nations and over 18,000 respondents asking
each individual whether he or she would agree to participate in a DLC program.

1.4.5 Methods and parameters used to estimate flexible loads

Following the methodology presented in Gils [4], the demand profiles for all devices but EV and
HP, which were not included in the publication, were calculated using the equations and technical
parameters provided in Gils [5]. A linear extrapolation was used to approximate values for years not
shown in the publications. Updates to the Gils [5] study came from accounting for climate change
for the NUTS2 heating and cooling degree days (HDD and CDD respectively) which are used to
estimate the demand profiles for devices whose use are a function of outside temperature (i.e. AC,
HP, SH, WH, and CP) [11]. The Gils [4] methodology follows a bottom up construction to estimate
residential loads. The number of households, for each NUTS2 region, in a given year were estimated
using Eurostat population expectations and average household sizes [3, 2]. Turkish and UK estimates
were estimated using growth rates provided by Gils [5].

Most importantly, EV and HP are now included in the DLC potentials as both technologies are
expected to play an important role in decarbonizing the residential sector. In the same spirit as the
methodology presented in Gils [4] we have estimated the demand profiles for HP and EV, for NUTS2,
on the period 2020-2050, relying on specific assumptions on the evolution of the share of HP in the
heating sector for each country and on the transition to EVs in the transport sector. Details on these
assumptions and methodology are provided in [? ].
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1.5 Methodology of case study, case study workflow, Effective link-
ages: what was done (compared to plans in D5.2)

In this study, two methodologies using two mathematical formulation problems have been used to
investigate the impact of large-scale integration of Demand Load Control (DLC) programs. The
responsive loads in both studies are the residential loads mentioned in Section 1.4.3. The employed
approaches investigate the impact of DLC program integration from different angles. The focus of the
first modelling tool — EMPIRE — is on long-term investment planning in the European electricity
system. Although this model includes the system’s short-term operation, it disregards some technical
details for the sake of the tractability of the problem. The second modelling tool — plan4EU— focuses
on analysing the impact of DLC on the European electricity system operation, considering specifically
the related system expected costs, marginal costs, and distribution of energy generated per technology,
using a detailed description of the system (integrating an hourly granularity, a detailed description of
assets technical constraints and grid flows limits and representing the uncertainty affecting the main
system operation input variables).

1.5.1 EMPIRE

This section gives an overall picture of how the openENRANCE Demand Load Control (DLC) data
were used in the EMPIRE DLC module through a brief analysis. In EMPIRE, the responsive loads are
modelled similar to storage systems. In order to use the provided DLC data in the EMPIRE model,
a few adjustments are made to the data set. Then four case studies are developed to characterize
various pathways toward the participation of responsive loads.

Classification of components

As mentioned in section 1.4, there are ten appliances in the provided DLC data set. The goal of this
study is not to assess the impact of each appliance separately. Therefore, we aggregate the loads with
similar shift times and direction of load shifts (i.e., delay and advance). In this regard, the loads are
grouped into the following five categories:

1. Cat1: Air conditioning, refrigeration, and circulation pumps (only can be delayed up to two
hours)

2. Cat2: Dryer, washing machine, and dishwasher (can be both delayed and advanced up to six
hours)

3. Cat3: Storage heater and water heater (only can be advanced up to 12 hours)

4. Cat4: EV (only can be delayed up to four hours)

5. Cat5: Heat pump (only can be advanced up to two hours)

The DLC module in EMPIRE models these categories of responsive loads similar to energy storage
devices.

Scenario Generation

On one hand, the loads that participates in DLC programs change each year but, except for a few
appliances, they have a constant daily pattern throughout the year. On the other hand, the EMPIRE
modelling framework considers every five years as one investment period, and a random scenario
generation procedure is then adopted to generate the input data for volatile parameters such as per
unit wind and PV generations. In order to effectively take the impact of DLC programs into account,
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we considered five scenarios and forced the scenario generation procedure to choose DLC data of
each year in that investment period once while the choice of month and hour in that year is still
according to the random procedure in the EMPIRE modelling framework. Although the EMPIRE
modelling framework aggregates every five years as one investment period, through this method, we
could consider the DLC data of all years in the simulation.

Case studies

In order to clearly discuss the impact of responsive loads on the energy transition in the European
electricity system, four case studies were implemented through the EMPIRE modelling framework:

• Base Case: In this case, no DLC program was considered.

• Case I: In this case, the openENTRANCE DLC data set was used according to the assumptions
provided together with the data set. Consequently, in this case, we assume that the participation
rates — a rate that shows the willingness of loads to participate in DLC programs — of the
loads remain constant for all years. Note that the participation rates have been provided for
each country and load type. The input DLC data for each year is then calculated by multiplying
the load profile of that year and the fixed participation rates of related countries and load types.
However, the assumption that the participation rates remain constant may not be realistic. To
this end, we also added Case II.

• Case II: In this case, we assumed that more loads become interested in participating in DLC
programs. We assumed that 4% of new loads — loads that were not participating in DLC
programs — decide to take part in DLC programs each year in addition to the previous loads.
The average participation rate of all countries for various appliances and a few sample years are
shown in Figure 1.3 for this case.

• Case III: In this case, we assume that all the residential loads are willing to participate in DLC
programs. This case may not be realistic; however, through it, we can investigate the maximum
impact of residential DLC programs on the transition of the European electricity system.

• Case IV: This case is the same as Case II with one change. The shift times were doubled
in this case for two reasons. First, the techno-friendly storyline in openENTRANCE is based
on the active collaboration of society, so we expect the participants to be more flexible in
DLC programs. Second, in EMPIRE, the shift times are modelled through sequential time
windows with the duration of shift times. With respect to this explanation, the loads cannot be
shifted between these windows. Therefore, the results yield a lower bound of the impact of DLC
programs, and increasing the shift times will compensate for this.

Note that the assumptions in cases I and III are the same as PartFlex and FullFlex in the
plan4EU modelling framework, respectively.

1.5.2 Plan4EU

In this case study, plan4EU is used to provide the impact of DLC on the operation of the European
electricity system. For this purpose, specific choices have been made according to the following points:

• simulation of the short-term integrated operation of all flexible assets of the pan-European elec-
tricity system is done on the target year 2050 with an hourly discretization, on 37 uncertainties
chronicles (for temperature, demand, renewable generation, inflows etc.);
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Figure 1.3: Average participation rates of various residential loads for some sample years in Case II.

• 14 regions are considered, each region corresponding to either a country or an ”aggregation
of countries”: France, Germany, Italy, Switzerland, EasternEurope (Austria, Czech Republic,
Hungary, Poland, Slovakia ) , Benelux (Belgium, Luxembourg, The Netherlands), Iberia (Spain,
Portugal), Britain (Ireland, United Kingdom), Balkans (non-EU-Balkans, Bulgaria, Croatia,
Greece, Romania, Slovenia, North Macedonia), Baltics (Estonia, Latvia, Lithuania), Denmark,
Finland, Sweden, Norway;

• Demand Load Control (DLC) flexibilities are limited to the residential electricity sector only
(the ten types of DLC flexibilities enumerated at the beginning of Section 1.5 are considered).
Each type of DLC flexibility at each node of the network is modelled as a short-term storage
(battery), characterized by maximum and minimum volumes and power limits depending on
time on the whole period, those parameters being calibrated in order to reproduce exactly the
flexibility potential as described in Section 1.4 with the specific features t.shift and Maximum
reduction and Maximum dispatch profiles.

As explained in Section 1.4, for each DR flexibility, a participation rate is calculated depending on
the type of device and its location on the network. This participation rate is intended to represent
the share of the population that is willing to provide flexibility to the system. In runs conducted with
plan4EU, two cases have been analyzed considering different assumptions on the flexibility potential.

• PartFlex This first case considers conservative participation rates provided by the methodology
described in Section 1.4.4 and implemented on current data reflecting the willingness of people
in 2022 to participate in DLC programs;

• FullFlex This second case considers the very optimistic situation where the whole population
is willing to participate so that all devices are providing flexibility.
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1.6 Description of datasets and how they were created

1.6.1 Datasets used in plan4EU

Capacity mix in 2050

Plan4EU runs were conducted on a scenario close to the openENTRANCE Techno-FriendlyV2 sce-
nario provided by Genesys-MOD in June 2022. However, running plan4EU with this scenario implied
too much nonserved energy to be reasonably considered as feasible. So we created a new dataset
for plan4EU based on Techno-FriendlyV2 scenario with some modifications allowing for feasibility.
This adaptation has been done by running the capacity expansion lyer of plan4EU and by manu-
ally readapting the capacities so as to get a final mix feasible but still not too far away from the
original Techno-FriendlyV2 scenario. The resulting modified scenario differ from the original Techno-
FriendlyV2 scenario because of new capacities invested essentially in Gas, Nuclear, Hydrogen power
plants, energy storage and slightly in biomass. With this new capacities we indeed obtain a mix
allowing to ensure the balance between demand and generation with a reasonable probability.

Other data from Genesys-MOD

The following data (inputs or outputs) of Genesys-Mod were used for year 2050.

• For creating the electricity demand: ’Final Energy|Electricity’,
’Final Energy|Electricity|Heat’, ’Final Energy|Electricity|Transportation’

• For the interconnections: ’Network|Electricity|Maximum Flow’

• For creating the generation mix:

– Thermal generation: ’Capacity|Electricity|’ field for the following technologies ’Biomass|w/
CCS’,’Biomass|w/o CCS’, ’Coal|Hard Coal|w/o CCS’, ’Coal|Hard Coal|w/ CCS’, ’Coal|Lignite|w/o
CCS’, ’Gas|CCGT|w/o CCS’,’Gas|CCGT|w/ CCS’, ’Gas|OCGT|w/o CCS’, ’Geothermal’,
’Hydrogen|OCGT’, ’Nuclear’,’Oil|w/o CCS’]

– Hydraulic generation (Hydro): ’Capacity|Electricity|Hydro|Reservoir’
for the maximum power of reservoir generation in each region, and
’Secondary Energy|Electricity|Hydro|Reservoir’
to adapt the hydro inflows;
’Capacity|Electricity|Hydro|Pumped Storage’
for the maximum power of hydraulic pumped storage,
’Maximum Storage|Electricity|Hydro|Pumped Storage’
for the reservoir volume of the pumped storage and
’Pumping Efficiency|Electricity|Hydro|Pumped Storage’
for the pumping efficiency (maximum pumping being equal to -1×Capacity)

– Renewable Energy Sources (RES): ’Capacity|Electricity|’ fields for the following technos:
Solar|PV’, ’Wind|Onshore’, ’Wind|Offshore’, Hydro|Run of River’

– For the costs: ’Variable Cost (incl Fuel Cost)|Electricity|’, ’Fixed Cost|Electricity|’, ’Capital
Cost|Electricity| for all technologies where such costs are available.

For RES and Hydro, the Variable cost in plan4EU is set to 0.

Data from other sources

Data from OpenENTRANCE scenario are complemented with data from other sources:
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Table 1.1: Improvement in total system cost for various cases with DLC with respect to the Base
Case.
Total cost [e] Improve percentage

Base Case Case I Case II Case III Case IV

2.2× 1012 0.27% 0.58% 0.84% 0.99%

• To evaluate the share of cooling in the electricity demand, we used the value implemented in
eHighway2050. Yearly electricity demand is separated into 4 categories (cooling, heating, Electric
Vehicles, and the rest). Heating and EV parts are taken from the original openENTRANCE
scenarios. The cooling part is computed using the cooling shares published by ehighway2050 (as
cooling is not included in Genesys-MOD).

• The maximum volume of reservoir storages has been computed using the ENTSO-e database.
This consists of historic values of the equivalent stored electricity in ‘Reservoir’ per country. We
took the maximum value.

• Profiles come from Copernicus/C3S, where hourly scenarised profiles are available. These chron-
icles correspond to 37 climatic years which have been ”readapted” to be consistent with the year
2050

– Hourly demand profiles are generated by multiplying the yearly demand by hourly profiles
from Copernicus/C3S energy (hourly profiles Electricity demand for heating; Electricity
demand for cooling; Electricity demand for electric mobility; (deterministic) electricity
demand for other uses);

– hourly maximum generation profiles for PV, offshore, Onshore wind-power and run-of-river
are computed by multiplying Copernicus/C3S scenarized profiles by the installed capacity.

• EDF has generated inflows to reservoir profiles, taking advantage of the historic data published
by ENTSO-e.

1.7 Results of case study

1.7.1 EMPIRE

This section reports and analyzes the results obtained by the EMPIRE modelling framework. This
section mostly focuses on the impact of residential DLC programs on long-term investment planning.
However, the short-term operation of a few nodes, scenarios, and investment periods is also investigated
at the end of this section.

Implementation of Direct Load Control Programs for Residential Sectors: The Benefit

The key finding of this study is summarized in Table 1.1. This table reports the improvements in
total investment and operational costs in various case studies compared to the Base Case. Case I,
in which the participation rates are fixed, yields the smallest improvement (i.e., 0.26%), and Case
IV, with doubled time shifts and incremental participation rates, provides the largest improvement
(i.e., 0.99%). Translating the percentages to euro, they range from 5.9 Be to 20.2 Be. It should
be mentioned that no cost was associated with DLC programs in the model — neither the cost of
required equipment nor the payments to the participants. Therefore, the resulting values cannot be
seen as the benefit of implementing DLC programs in residential sectors.
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Figure 1.4: Activated DLC during all investment periods for each case study.

Activated DLC in Various Case Studies

This section compares the activated DLC in different cases and investment periods. The activated
DLC refers to the responsive loads that have been either delayed or advanced.

Figure 1.4 shows the annual activated DLC during all investment periods and for all case studies.
As can be seen in Figure 1.4.a, the annual activated DLC in each of the cases follows the trend of
the DLC potential (input data) in the corresponding case. In Case I, the participation rates were
assumed to remain fixed; therefore, the activated DLC, in this case, is not as large as in the other
case studies. The increase in activated DLC in Case I is due to the increase in load demands over
time. Case II and Case IV experiences a large increase in the Annual activated DLC over time. The
reason is the increment in the participation rates over time. Case III — in which it was assumed that
all the residential loads participate in direct load control programs — experiences the highest annual
activated DLC during the first four investment periods. However, the annual activated DLC in Case
IV overtook Case III during the fifth investment period (i.e., ‘2040–2045’). The participation rates
in Case IV during this investment period is less than Case III (see Figure 1.3). However, the shift
times considered doubled in Case IV. Comparing these two cases reveals the importance of the shift
times.

As mentioned earlier, no cost was considered for the activation of responsive loads in the simula-
tions. To this end, in some situations, the responsive loads may be activated without any benefit to
the system. This, for example, may occur when the marginal prices are fixed for several hours. In such
a situation, the responsive loads may be delayed or advanced without any benefit. In order to phase
out this from the activated DLC, we assigned a very small cost (0.001 e/MWh) for the activation of
responsive loads. Figure 1.4.b shows the results for Case IV. While the objective function remained
almost the same, the annual activate DLC decreased largely. It is necessary to consider this small
penalty if the value of the annual activated DLC will be used for post-analysis and policy making.

As a final point in this section, we have evaluated the ratio between the activated DLC and the
total load in each node of the system. Figure 1.5 shows the ratio between activated DLC and the total
load for all countries for two investment periods: a) investment period ‘2020–2025’ in Case I, and b)
investment period ‘2050–2055’ in Case IV.
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Figure 1.5: Annual activated DLC during two investment periods. The size of the boxes is a relative
indication of the value of annual activated DLC in different countries. Various colours indicate the
ratio between annual activated DLC and the total annual load in each country. Note that the activated
DLC in Norway is shown for five regions.

Note that Bosnia and Herzegovina, Macedonia, and Serbia were excluded from this figure because
no DLC data was available in the openENTRANCE DLC dataset for these countries. According to the
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results, France, Germany, Great Britain, and Italy have the highest activated DLC. This is consistent
with the input DLC data. The activated DLC in Germany exceeds the activated DLC in France in
Case IV in the investment period ‘2050–2055’ while France has a higher share in Case I during the
investment period ‘2020–2025’ in Case I. This is justified by taking a look at the participation rates
in these two cases. The participation rates of various appliances in France are higher in the provided
data by the openENTRANCE project. However, each year a fixed share of loads — that has not been
participating in DLC programs previously — decides to participate in DLC programs in Case IV.
Therefore, the participation rates of the countries with lesser initial values grow faster. This explains
the reason that the activated DLC in Germany exceeds France in Case IV during the investment
period ‘2050–2055’.

Another important observation from Figure 1.5 is the ratio between DLC and total load. According
to the results, the activated DLC reaches about 2% of the total load during the investment period
‘2020–2025’ in Case I for only one node. This value increases to about 4.5% in Case IV during
the investment period ‘2050–2055’. Case IV might be an ambitious storyline for direct load control
programs. Even in this case, this rate exceeds 3% for a few countries which reveals a limitation of this
study. The DLC dataset provided by openENTRANCE only includes the residential sector. Therefore,
no conclusion can be made on the additional benefit of DLC potential from other load sectors.

Impact of Residential DLC Programs on Investments

In this section, we investigate the impact of DLC programs on the capacity expansion of generation
resources during all investment periods. Note that the energy storage systems will be discussed later
in a separate section.

Figure 1.6 shows the result of the EMPIRE modelling framework for the installed capacity of
various generation resources in the European electricity system from 2020 to 2060 without DLC
programs.
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Figure 1.6: European energy transition: Installed capacity of various generation resources during
2020–2050

without residential DLC programs (Base Case).

The implementation of residential DLC programs makes no visible change in this figure. The same
figure but for Case IV can be found in the appendix (Figure 1.22). In addition, the annual production
of different power generation technologies can be found in the appendix in Figure 1.23.

In order to investigate the impact of residential DLC programs on the installed capacity of various
resources, differences between all the case studies with DLC and the Base Case have been calculated
and shown in Figure 1.7.a for the investment period ‘2050–2055’. In addition, Figure 1.7.b shows
the differences between the cases with DLC and the Base Case regarding the annual production of
various generation resources for the same investment period. Some generation resources including oil,
nuclear, wave, and geo have been excluded from this figure since the differences for these resources
were negligible. The most obvious observation from this figure is the replacement of a part of wind
generation with PV production. This replacement increases as the potential of responsive loads in-
creases from Case I to Case IV. The reduction in wind generation, especially in Case IV, is higher
than the increase in PV generation in some cases. In addition, there is a reduction in lignite and
gas-based power production. These reductions are compensated by coal, bio, and waste-based genera-
tion resources. Percentage-wise, the highest change belongs to coal-based power plants regarding both
installed capacities and annual expected production in this investment period. However, as mentioned
earlier, the overall change in installed capacities is small. The overall change is less than 0.5%.

Impacts of Residential DLC Programs on Investments in the Storage Systems

The EMPIRE modelling framework derives the optimal investments in generation resources, energy
storage devices, and transmission lines. An important question is then “Which of these elements is
influenced the most by the implementation of residential DLC programs?” The short answer is energy
storage devices and to be accurate Li-Ion batteries. To justify the reason behind this, we only need
to recall that the behaviour of responsive loads is very similar to energy storage devices. They shift
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Figure 1.7: Changes in installed capacities and annual production of various generation resources in
7-th investment period (2050–2054).

Public 24



D6.2 Case Study Results

20
20
–2
02
5

20
25
–2
03
0

20
30
–2
03
5

20
35
–2
04
0

20
40
–2
04
5

20
45
–2
05
0

20
50
–2
05
5

20
55
–2
06
0

0

1

2

3

4
·104

Five-year investment periods from 2020 to 2060

A
n
n
u
a
l
d
is
ch

a
rg

e
o
f
L
i-
Io
n

b
a
tt
e
ri
e
s
[G

W
h
]

Base Case

Case I

Case II

Case III

Case IV

Figure 1.8: Annual expected generation of Li-Ion batteries.

loads from one time period to another time period. In the EMPIRE modelling framework, each
category of responsive loads, mentioned in section 1.5.1, is modelled as an energy storage device. The
storage discharge is then equivalent to load reduction and the storage charge is equivalent to load
increase. Therefore, it can be expected that energy storage technologies incur the highest impact in
the presence of DLC programs. Figure 1.8 depicts the annual expected discharge of Li-Ion batteries
for all case studies during all investment periods. As can be seen in this figure, the implementation
of residential DLC programs in the European electricity system decreases the usage of Li-Ion storage
devices effectively. In three of the cases where DLC programs exist, the annual discharge of the Li-Ion
storage devices is close to zero. Note that the installed capacity of Li-Ion storage systems also follows
the same trend. During the last two investment periods, even Case IV — which includes an ambitious
amount of available residential responsive loads — requires the installation of Li-Ion batteries since
the penetration of variable renewable resources is very large.

Impact of Residential DLC programs on Hourly Marginal Costs

The value of lost loads is generally high: therefore the load interruption imposes a high cost on the
system. In EMPIRE, the load shedding cost is 22000 e/MWh, meaning that the occurrence of load
shedding in a particular hour increases the hourly marginal cost of the corresponding hour to 22000
e/MWh. Figure 1.9.b shows the hourly peak prices during each investment period for all case studies.
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Figure 1.9: Impact of residential DLC programs on marginal prices: a) average price per MWh and
b) hourly peak price during each investment period.

As can be seen in Figure 1.9.b, the maximum hourly marginal cost during periods ‘2030–2035’,
‘2035–2040’, ‘2040–2045’, and ‘2045–2050’ is equal to load shedding cost (22000 e/MWh), indicating
that in these investment periods load interruption occurred. This is also confirmed in Figure 1.24 in
the appendix. One interesting observation is the impact of DLC programs on the peak hourly marginal
cost of these investment periods. As can be seen in Figure 1.9.b, in all cases, the implementation of
DLC programs can effectively decrease the maximum hourly marginal cost of some periods. Obviously,
Case IV performs better in this perspective and diminishes the peak marginal costs more effectively.
Figure 1.9.a shows the average price per MWh for all case studies. According to the results, the
implementation of the DLC programs does not guarantee a decrease in this metric (average price per
MWh) for all investment periods. For example, Case IV has the smallest price per MWh for all
investment periods except for the period ‘2045–2050’. During this period, Cases II, III, and IV have
a higher average price per MW compared to the Base Case without DLC programs.

Analysis of Short-term Operation

As the final point regarding the result derived by the EMPIRE modelling framework, the short-term
operation of the system is investigated through two sample weeks. Figure 1.10 shows the DLC activity
and the hourly marginal prices of a Summer week in Austria during the investment period ‘2025–2030’.
As can be seen in this figure, the activity of responsive loads follows the marginal prices in the system
for most of the hours. Therefore, the activation of DLC could flatten the marginal prices to some
degree. In this sample week, the mean of the hourly marginal prices decreases by 2.6% (Case III).
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Figure 1.10: Shor-term activity of responsive loads in Austria during a Summer week in investment
period ‘2025–2030’ and Case III.

This is not always the case. The marginal prices in each of the nodes (representing a country or
region) also depend on the other nodes. In addition, the marginal price may increase during the hours
that the load increases due to load shifts. Therefore, some sample weeks in some nodes and scenarios
may experience even an increase in the mean of the hourly marginal prices when DLC programs are
included. As an example, Figure 1.11 shows another sample week belonging to a Spring week in Great
Britain during the investment period ‘2050–2055’. During this week the mean of the hourly marginal
prices increased by 3.3% when the residential DLC program was included (Case IV). In addition,
as mentioned earlier, since no cost was assigned to the activation of responsive loads, the responsive
loads may be activated without any benefit. This can be seen around the 48th hour in Figure 1.11.
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Figure 1.11: Shor-term activity of responsive loads in Great Britain during a Spring week in investment
period ‘2050–2055’ and Case IV.

1.7.2 Plan4EU

Plan4EU estimates the impact of demand flexibility in future scenarios of the European electricity
grid in 2050 in terms of

• System Costs globally at the European level and more precisely for each region (country or
”aggregation of countries”);

• Marginal costs for each region;

• Energy generated per type of technology globally at the European level and more precisely for
each region.

Operational costs

Figure 1.12 shows, for each considered region, the averaged variation of operational costs implied in
year 2050 by the partial exploitation of flexible residential demand on the left graph (corresponding to
the “PartFlex” case) and the full exploitation of flexible demand on the right graph (corresponding to
the “FullFlex” case). The average is computed over the 37 chronicles considered to represent uncer-
tainties on demand, renewable generation and inflows in year 2050. This cost variation is expressed as
a percentage of the operational cost obtained with the reference case without exploitation of flexible
demand (referred to as ”Ref”). In both cases, we observe, as expected, a decrease in costs induced
by the use of flexible demand. The level of decrease is different for each country, in particular, for
Norway it is negligible due to very low operational costs (since the share of hydroelectricity is high in
this region). For Europe as a whole, the observed cost reduction is greater than 0.4 percent for the
PartFlex case and almost 2.5 percent for the FullFlex case.

In order estimate the impact of EVs alone (respectively Heat-Pumps alone) on the costs variation,
we have implemented two specific versions of PartFlex case

1. PartFlexEV with only Electric Vehicles as flexible devices;
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2. PartFlexHP with only Heat Pumps as flexible devices.

At the European level, we evaluated that in the PartFlex case, EVs alone are able to achieve 30
percent of the total costs decrease observed when using all the flexible devices while HPs alone are
only able to achieve 5 percent of the total cost decrease. This show that EVs seems to represent a
dominant part of the available flexibility when compared to HPs, at the european level. However,
these rates are not equally distributed over countries since for instance in Germany EVs alone achieve
26% of the total costs decrease while HPs alone achieve 12.5% of the total cost decrease showing that
in Germany HPs constitute an important source of flexibility.
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Figure 1.12: Percentage of variation of variable costs per region resulting from partial (on the left
graph) or full (on the right graph) usage of flexibilities

Marginal costs

In this section, we analyze the impact on marginal costs of using flexible demand. Marginal costs
are calculated as the dual variables of the supply-demand equilibrium constraint for each hour of
year 2050 and for each of the 37 simulated chronicles. Four countries are considered for illustration
purposes: Germany, Norway, Italy and France. Each graph below provides the average marginal costs
over the 37 simulated chronicles and the associated dispersion on the average week (168 hours) of
each season. The marginal costs corresponding to the reference case (without use of flexible demand)
are represented in black, the marginal costs corresponding to the PartFlex case (with partial use of
flexible demand) are represented in red and the FullFlex case (with full use of flexible demand) is
represented in green. We can observe that the use of flexible demand allows on the one hand to reduce
the average level of marginal costs, in particular by reducing the spikes and in the other hand to
reduce the dispersion of the marginal costs.
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Figure 1.13: France Marginal costs average week per season average/min/max over 37 chronicles for
reference (in black), PartFlex (in red) FullFlex (in green)
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Figure 1.14: Germany Marginal costs average week per season average/min/max over 37 chronicles
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On Table 1.7.2 below, we observe that the use of DLC allows to reduce both the average value and
the dispersion of marginal costs essentially during spring and summer.

spring & summer autumn & winter
value | dispersion value | dispersion

PartFlex 5% | 2% 1.5% | 4%
FullFlex 30% | 11% 2% | 0%

Table 1.2: Reduction of marginal costs values and dispersion averaged over countries

Distribution of energy generated per technology

In this section, we analyze the impact of using flexible demand on the management of generation and
storage assets. We focus on the FullFlex case because the differences obtained in the PartFlex case
are too small to be interpreted. On Figure 1.17, we have reported for each season and for each type
of technology, the average variation of energy injected in the European grid implied by the full use
of flexible demand as a percentage of the total energy generated over the year 2050 in the reference
case. First, we can observe that the variations are greater in spring and summer than in autumn
and winter. The use of flexible demand allows to increase the integration of photovoltaic energy into
the grid by a quantity close to one percent of the generated energy while it reduces the use of small
storages (including batteries and hydro pumps) by a quantity approximately equal to 1.3 percent the
generated energy.
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Figure 1.17: Variation of Europe energy generation per technology resulting from full usage of flexi-
bilities

One can observe on Figure 1.17 that water from the seasonal storage is also less used, this may
appear surprising since no operational costs are a priori associated to that water. However, this may
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be explained by the fact that some artificial operational costs are computed by the seasonal storage
valuation tool in order to optimally decide within each week of the year, in the unit commitment tool,
which unit should produce. However, to reduce the computational time, we have used, in the PartFlex
and FullFlex case, the seasonal storage values computed for the reference case. This simplification
induces a deviation from optimality that could explain this phenomena. On Figures 1.19 1.20 1.21 1.18,
these results are specified for four particular regions: Germany, Norway, Italy and France. We have
reported for each country, season and technology, the average variation of energy injected in the
considered country induced by the full use of flexible demand as a percentage of the total energy
generated in that country, in 2050, in the reference case. We can again observe that variations are
always more important in spring and summer than in autumn and winter. On the other hand, the
imports are reduced by approximately one to two percent. It seems that the impact of the flexible
demand allows above all to absorb more photovoltaic energy and to reduce the need for small storages
and importations.
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Figure 1.18: Variation of France energy generation per technology resulting from full usage of flexi-
bilities
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Figure 1.19: Variation of Germany energy generation per technology resulting from full usage of
flexibilities
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Figure 1.20: Variation of Norway energy generation per technology resulting from full usage of flexi-
bilities
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Figure 1.21: Variation of Italy energy generation per technology resulting from full usage of flexibilities

1.8 Limitations, potential extensions, future works

The limitations and the potential extensions of the current study can be assessed from three perspec-
tives:

• DLC dataset :

– A key limitation is that CS1 is only considering the DLC potential in the residential elec-
tricity sector while the commercial and industrial sector are certainly an important source
of flexible consumption.

– The conservative participation rate is estimated on the basis of pilot conducted in 2018 so
their are not reflecting the willingness of people to participate in DLC programs in 2050.

– The work relies on assumptions and simplifications that do not fully capture the hetero-
geneity in load profiles and technologies between countries and NUTS2 regions. Future
efforts should focus on using improved data to capture the spatial heterogeneity.

– We assumed conservative expectations for the usable life of electric vehicles and simpli-
fication of charging scenarios which could underestimate their future energy loads and
corresponding flexibility potentials. To understand the full scope of benefits of controlled
charging of electric vehicles, efforts should focus on establishing robust expectations for
their usable life, integrating charging developments in highly urban settings, secondary ap-
plications for the batteries, and consider country dependencies for international used car
import markets.

• Plan4EU

– The power system is simulated on a single year (year 2050);
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– Hydro generation is aggregated (one lake by region);

– seasonal storage values are computed in the reference case and re-used for the Partflex and
FullFlex case inducing a deviation from optimality in these two latter cases;

– The transmission network is simplified even if several nodes per region are considered,
the model only considers nodes of the transmission network (without any representation
of distribution grid). Besides, the power flow is approximated by a Net Transfer Capacity
(NTC) model intended to represent commercial trades only, taking into account the capacity
limits of the power lines, without any physical representation of the electrical power flows.

• EMPIRE

– While the EMPIRE modelling framework is a stochastic problem and also considers short-
term operational constraints, it makes some simplifying assumptions to yield a tractable
model. It only includes the active power flows. In addition, each country is modelled as a
bulk node, and various generation resources and loads are aggregated for these nodes.

– The method that is used to model the shift time of responsive loads is another limitation
of the EMPIRE model. In EMPIRE, the loads can only shift during fixed time windows
which are placed one after another. The length of each shift window for each category of
responsive loads is equal to its shift time. This gives a lower boundary of the impact of
responsive loads. It may be viable to model the responsive loads without this limitation.
This will be an important development of this work.

– Another limitation of the study carried out by the EMPIRE model is the zero cost of
DLC programs. The EMPIRE model has the capability of considering the costs associated
with DLC programs — both the payments to responsive loads and the technological costs.
However, since there was no input data, we considered the DLC model without any cost.
This can be changed in future works.

1.9 Summary of main results, policy brief

• Plan4EU evaluates the impact of DLC on the 2050 European Electricity system in terms of
operation costs, marginal costs and energy generated per technology. We observe that the use
of DLC induces a reduction of operation costs of 0.45 % in the conservative case and close to 2.5
% in the optimistic case. Similarly, household DLC allows both to reduce the average level of
marginal costs and their dispersion. In terms of energy, it contributes to decrease photovoltaic
curtailment allowing to increase the use of photovoltaic energy by almost 1% of the generated
energy, while it reduces the use of small storages by 1.3 % of the generated energy.

• EMPIRE: In this study, we used the EMPIRE modelling framework to estimate the impact of
residential DLC programs on the long-term investment planning (2020–2060) of the European
electricity system. In this regard, four case studies that included DLC programs were devel-
oped to characterize different pathways toward the participation of residential responsive loads
in direct load control programs. The results were promising. In the best case, the result showed
a 0.99% improvement in the total cost of the system. The impact participation of residential
loads in direct load control programs was evaluated from various aspects, including long-term
investment planning and short-term operation of the system. According to the results, imple-
menting DLC programs will decrease the need for Li-Ion batteries to a high degree, decrease the
electricity price per MW, and allows the higher penetration of PV plants. However, there is still
room for improvement in this study. Particularly, it is necessary to continue this study in two
directions. First, the other load sectors, including commercial and industrial sectors, should be
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included in the study. Second, the costs associated with DLC programs should be considered in
the model.
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1.10 Appendix

1.10.1 Results Related to EMPIRE Modelling Framework

Installed Capacity of All Available Technologies in Case IV
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Figure 1.22: European energy transition: Installed capacity of various resources from 2020 to 2050
with residential DLC programs (Case IV).
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Annual Expected Generation of all Available Technologies in the Base Case
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Figure 1.23: Annual Expected Generation of various resource in the Base Case.

Percentage of interrupted loads for all case studies in EMPIRE.
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Figure 1.24: Percentage of interrupted loads for all case studies.
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1.10.2 Average profiles of flexible DLC provided by plan4EU for France
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Figure 1.25: Average week per device (FullFlex in green and PartFlex in red)
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Figure 1.26: Average week per device (FullFlex in green and PartFlex in red)
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Figure 1.27: Average week per device (FullFlex in green and PartFlex in red)
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Figure 1.28: Average week per device (FullFlex in green and PartFlex in red)

Public 43



D6.2 Case Study Results

1.11 References

[1] Stian Backe, Christian Skar, Pedro Crespo del Granado, Ozgu Turgut, and Asgeir Tomasgard.
Empire: An open-source model based on multi-horizon programming for energy transition anal-
yses. SoftwareX, 17:100877, 2022. https://doi.org/10.1016/j.softx.2021.100877.

[2] European Commission Eurostat. Average number of persons per household by household compo-
sition, number of children and age of youngest child, 2021. data retrieved from Eurostat https:
//ec.europa.eu/eurostat/databrowser/view/lfst_hhantych/default/table?lang=en.

[3] European Commission Eurostat. Population on 1st january by age, sex, type of projection
and nuts 3 region, 2021. data retrieved from Eurostat https://ec.europa.eu/eurostat/

databrowser/view/proj_19rp3/default/table?lang=en.

[4] Hans Christian Gils. Assessment of the theoretical demand response potential in europe. Energy,
67:1–18, 2014.

[5] Hans Christian Gils. Balancing of intermittent renewable power generation by demand response
and thermal energy storage. 2015.

[6] Ioannis Lampropoulos, Wil L Kling, Paulo F Ribeiro, and Jan van den Berg. History of demand
side management and classification of demand response control schemes. In 2013 IEEE Power &
Energy Society General Meeting.

[7] Ioannis Lampropoulos, Wil L Kling, Paul PJ van den Bosch, Paulo F Ribeiro, and Jan van den
Berg. Criteria for demand response systems. In 2013 IEEE Power & Energy Society General
Meeting, pages 1–5. IEEE, 2013.

[8] Cohen Jed O’Reilly, Ryan and Johannes Reichl. openentrance - case study 1 - residen-
tial demand response - data and scripts [data set]. Technical report, 2022. Zenodo.
https://doi.org/10.5281/zenodo.7871106.

[9] Bryony Parrish, Rob Gross, and Phil Heptonstall. On demand: Can demand response live up
to expectations in managing electricity systems? Energy Research & Social Science, 51:107–118,
2019.

[10] Cohen Jed Kollmann Andrea Azarova Valeria Klöckner Christian Royrvik Jens Vesely Stepan
Carrus Giuseppe Panno Angelo Tiberio Lorenza Fritsche Immo Masson Torsten Chokrai Parissa
Lettmayer Gudrun Schwarzinger Stephan Reichl, Johannes and Neil. Bird. International survey
of the echoes project (1.0.0.) [data set]. Zenodo, 2019. https://doi.org/10.5281/zenodo.3524917.

[11] Jonathan Spinoni, Jürgen V Vogt, Paulo Barbosa, Alessandro Dosio, Niall McCormick, Andrea
Bigano, and Hans-Martin Füssel. Changes of heating and cooling degree-days in europe from
1981 to 2100. International Journal of Climatology, 38:e191–e208, 2018.

Public 44



D6.2 Case Study Results

Chapter 2

Case Study 2: Behaviour of
communities of actors

Public 45



D6.2 Case Study Results

Abstract

The openENTRANCE case study two ”Behavior of communities of actors” aims to analyze
energy communities on a local level as well as on country and European level.

The overall objective includes studying a variety of energy community patterns and set-ups
(incl. annual phase-in and phase-out of community actors resulting in frequent re-allocations of the
default set-up), and upscaling the potential of energy communities for different European countries
based on building stock, PV potential, electricity consumption. Subsequently, the quantitative
potential of local energy communities is conducted for Europe as a whole.

The case study involves the energy community model FRESH:COM, which considers the elec-
tricity sector, and only at the local level. Communities of actors are, in particular, energy commu-
nities where prosumers are active participants in the energy system (actors) and members trade
self-generated PV electricity with each other (peer-to-peer trading). The framework of the case
study includes voluntary participation of prosumers in energy communities and the consideration of
individual willingness-to-pay. Hence, we assume low entry barriers (no closed systems, but energy
sharing within parts of the distribution network). As part of the case study, also dynamic phase-in
and phase-out of members is analyzed. The local energy community model is then used to find
the country-wide potential of energy communities in five European reference countries. Here, the
potential of energy communities represents an estimated upper-bound for welfare gains that would
result from a large-scale deployment of energy communities.

The main results include insights into electricity trading in energy communities, economic bal-
ances and emissions savings. Also, we derive the theoretical potential of energy communities for
selected countries and the respective savings from consumer/prosumer point of view. We found that,
in theory, approximately up to 11.5 million residential energy communities could be implemented in
Europe. Depending on the settlement pattern structure of energy communities, self-consumption
of PV generation in communities could increase by up to 70%.

Future extension of this work could include how ”price cannibalism” could effect energy commu-
nities. Also, extensions to include sector coupling could be implemented in the energy community
model.

Figure 2.1: Sketch of electricity trading in an energy community
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2.1 Introduction

2.1.1 Overall objective of case study

The concept of optimizing local PV self-generation and consumption on ‘prosumers’ level is already
well established in many European countries. Recently, a further development of this concept beyond
individual prosumer boundaries to neighbourhood and district levels has been triggered not least by
the European Commission’s ”Clean Energy for all Europeans” package [5], where the establishment
of energy communities and further democratization of the energy system is explicitly mentioned.
Moreover, favorable amendment of legislation and regulations in this context have been made in some
European countries (e.g., Germany, Austria).

In this case study, members/actors of the communities are characterized by an individual willingness-
to-pay for local photovoltaic (PV) generation from the community. Participation is on a voluntary
basis and the individual needs of the community members are considered (fully democratic partici-
pation). The actors involved can be regular households or small businesses (small and medium-sized
enterprises – SMEs), with different demographic backgrounds and different individual objectives. The
baseline of the analyses of this case study are energy communities of different structures, e.g., in
terms of renewable technologies or system boundaries (building level, spatial extent, distribution grid
anatomy, peer-to-peer matching/trading in a wider context, etc.), and self-sufficiency is not intended
by the community.

In short, the objectives of the case study are:

• Studying a variety of energy community patterns and set-ups (incl. annual phase-in and phase-
out of community actors resulting in frequent re-allocations of the default set-up).

• Upscaling the potential of energy communities for different European countries based on building
stock, PV potential, electricity consumption, and subsequently the quantitative potential of local
energy communities is conducted for Europe as a whole.

2.1.2 State of the art

2.1.2.1 Comparison of energy communities in Europe

Parts of the analyses in case study 2 are based on a net present value maximization for PV sharing
in energy communities for four characteristic settlement patterns in Austria, which is performed in
[19], and on [20], where a cost-optimal potential of energy communities in Austria as a whole is found.
Building on different scenarios for the European energy system in 2030, [61] analyze the potential
influence of local energy communities on the national energy system of three reference countries.
The effects of energy communities on the European electricity and heating system are analyzed in
[3]. The large scale roll-out of energy communities across Europe causes less capacity expansion
across Europe and storage capacity expansion is decreased. Generation capacity expansion shifts from
building heating capacity towards electricity production capacity. Focusing on Nordic countries, the
implications of zero emission neighborhoods on the power system are analyzed in [2].

2.1.2.2 Recent developments in the field of energy communities in Austria, Greece,
Norway, Spain, and England

Austria In Austria, the so-called Erneuerbaren-Ausbau-Gesetz (EAG, see [44]) defines renewable
energy communities (Erneuerbare-Energie-Gemeinschaft) and citizen energy communities. Thereby, a
renewable energy community is limited to a certain proximity of its participants. Austria offers lower
grid tariffs to members of renewable energy communities, which strongly incentivizes the creation of
new energy communities. [18] outline and discuss the transposition of European guidelines for energy
communities into Austrian law.
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Greece The concept of energy communities was established in the Greek Law in 2018 (L.4513/2018).
An analysis of this law is provided by [8]. [46] critically review the Greek transposition of REDII into
its legislative framework: unjustified administrative and regulatory barriers should be removed, and
citizens should have access to finance and information facilitated. The ECOISM project ([58]) fosters
the set-up and operation of energy communities in the small islands of Greece.

Norway [1] reviews the regulatory challenges regarding billing practices in Norway for zero energy
communities or neighborhoods. A scenario calculator for smart energy communities is developed by
[60] for the Norwegian use case.

Spain Analyzing the profitability of PV self-consumption, [14] put the Spanish regulatory framework
into European perspective. Compared to other countries, the Spanish regulations lead to significantly
lower net present value (NPV) for prosumers. The Royal Decree 244/2019 (see [26]) defines the regula-
tory development for creating energy communities. A recent study in [23] evaluates energy communi-
ties under this new Spanish regulatory framework on regional level, concluding that self-consumption
is cost-effective. [31] investigates the impact of dynamic allocation coefficient and different electricity
tariffs on the profitability of local energy communities in Spain.

England For the English case, [35] reviews business models for energy communities in a post-
subsidies environment. [7] shows that support for grassroots, citizen-led action is reduced in favour of
institutional partnerships and company-led investments in recent UK policy developments on decen-
tralized energy, which has shifted from community energy to local energy.

2.1.2.3 Challenges beyond state-of-the-art

The challenges of case study 2 that go beyond state-of-the-art can be summarized as follows:

• Individual willingness-to-pay of different actors involved

• No closed system (the energy communities are part of the local distribution grid)

• Analyzing different settlement patterns and upscaling the potential for energy communities for
a whole country

• Upscaling the community potential for Europe as a whole

2.2 Short summary of models used

The model FRESH:COM1 developed in [38] is applied in case study 2 to optimally allocate PV
electricity within an energy community via peer-to-peer trading. The model was made open-source
during this project and is available on GitHub (see [54] and https://www.github.com/tperger/

FRESH-COM). A short summary of the properties of the model is presented in the following:

• Members can be private households or small or medium-sized enterprises (SMEs)

• Participants have different reasons to join an energy community (economic or ecologic aspects)

• Fully democratic participation: voluntary participation, willingness-to-pay for renewable energy

• Renewable energy technologies: PV and battery storage

• Peer-to-peer trading via public grid

1FRESH:COM is an acronym for FaiR Energy SHaring in local COMmunities.
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• Linear optimization model with the objective function to maximize the community’s total welfare

There are three scientific publications related to the model FRESH:COM: [38], [37], and [39]. The
model is implemented in Python using Pyomo and Gurobi.

2.3 Assumptions

For case study two, the following assumptions have been made:

• The energy community model FRESH:COM considers the electricity sector, and only at the
local level.

• The case study considers communities of actors, hence energy communities where prosumers are
active participants in the energy system (actors).

• Framework of energy communities:

– Voluntary participation and consideration of individual willingness-to-pay

– PV electricity sharing beyond the meter

– Low entry barriers: No closed systems, but part of the distribution network

– Dynamic phase-in and phase-out of members

• The results of the potential of energy communities in case study two are in line with the Societal
Commitment story line. The potential of energy communities represents an estimated upper-
bound for welfare gains that would result from a large-scale deployment of energy communities.

2.4 Methodology

2.4.1 Case study workflow

1. Defining the communities: The first step of this case study will be the definition of the different
system boundaries of local energy communities, starting from a single prosumer. The different
concepts include shared local energy management (matching renewable electricity self-generation
and consumption, supported by battery storage) within a:

• multi-apartment building,

• a local neighbourhood/district,

• a small village.

The technology portfolio includes:

• PV (rooftop, building integrated, small-scale ground mounted)

• supported by small battery energy storage system (BESS)

2. Defining actors and settlement patterns: Set-ups in terms of actor portfolios, e.g.

• tenant/owner structure multi-apartment building,

• building/population/small businesses structure in a village

Considering also diversity of settlement patterns in

• dense cities,
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• sub-urban and

• rural areas.

In addition, the individual objectives of the actors to join the community are determined
(e.g. maximizing local self-generation, minimizing electricity purchase costs, avoiding emissions
and/or externalities).

3. Determining the energy community potential for Austria: In terms of geographic coverage, a
thorough quantitative assessment of the short- and long-term local energy community potential
is planned for Austria (considering several important structural indicators necessary to describe
the communities in a tailor-made metrics).

4. Determining the energy community potential for 4 reference countries in Europe: On higher
aggregation level (in terms of empirical indicators necessary to describe the communities) addi-
tional 4 European ‘reference countries’ (representing e.g. the Iberian Peninsula, South-Eastern
Europe, UK, Scandinavia) are also quantitatively analysed.

5. Finally, a quantitative upscaling of the short- and long-term local energy community potential is
conducted for Europe as a whole, again using a metrics with a variety of country-specific struc-
tural and energy sector-related data. Matching this metrics with the countries where detailed
quantitative results have been computed, accompanied by plausibility considerations, enable
upscaling on European level.

2.4.2 Overall methodology

This Section describes the modeling approach of case study 2. First, we present the local energy
community model FRESH:COM in Section 2.4.2.1, then our proposed method to derive the potential
of energy communities in five European reference countries in Section 2.4.2.2, and finally we present
the quantitative upscaling for Europe as a whole in Section 2.4.2.3.

2.4.2.1 FRESH:COM

In this Section, we explain the energy community model FRESH:COM in more detail.2 The first part
shows static participation in energy communities, i.e., when no members join or leave the community.
In the second part, dynamic participation, we show the proposed method for adding new members to
energy communities.

Static participation in energy communities For static participation, the model is applied to
optimally allocate PV electricity within an energy community via peer-to-peer trading. The objective
function of the linear program maximizes the community welfare (CW ). CW is defined as following:

CW =
∑

t∈T ,i∈I
pGout
t qGout

i,t −
∑

t∈T ,i∈I
pGin
t qGin

i,t

︸ ︷︷ ︸
I

+
∑

t∈T ,i,j∈I
wtpi,j,tq

share
i,j,t .

︸ ︷︷ ︸
II

(2.1)

Part I of community welfare measures the optimal resource allocation at the community level, maximiz-
ing the community’s self-consumption as a whole. Part II optimally assigns PV generated electricity
to each member in consideration of their individual willingness-to-pay; thus, part II represents peer-
to-peer trading from one prosumer to another, qsharei,j,t . The baseline of the willingness-to-pay is the

retail electricity price, pGin
t , and an individual CO2-price, wj , is added on top that relates to the

2This Section is based on the methods presented in the publications [38] and [37].
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prosumer’s preference for reducing emissions from electricity consumption. In addition, there is also
a preference between 0 and 1, di,j ∈ [0, 1], to buy more locally (i.e., buying from a prosumer with the
shortest electrical distance). The willingness-to-pay of prosumer j at time t to buy from prosumer i,
wtpi,j,t, is defined as:

wtpi,j,t = pGin
t + wj(1− di,j) · et. (2.2)

The emissions from the grid, et, are represented by a time series of the greenhouse gases from electricity
generation. The local energy community is assumed to be a price taker in the wider electricity system.
For this case study, we assigned individual carbon prices, wj , between 0EUR/tCO2 to 100EUR/tCO2.

The objective function of the linear problem in (2.3a) maximizes community welfare. The equality
constraints (2.3b) and (2.3c) ensure that prosumer i’s electricity demand and PV generation are
covered at all times. The state of charge of prosumer i’s BESS is defined in Eqs. (2.3d) and (2.3e),
and other battery constraints in (2.3f)-(2.3h). Non-negativity conditions are included in (2.3i).

max
Qi,t

∑

t∈T ,i∈I
pGout
t qGout

i,t −
∑

t∈T ,i∈I
pGin
t qGin

i,t +
∑

t∈T ,i,j∈I
wtpi,j,tq

share
i,j,t (2.3a)

subject to:

qGin
i,t + qBout

i,t +
∑

j∈I
qsharej,i,t − qloadi,t = 0 ∀i, t (2.3b)

qGout
i,t + qBin

i,t +
∑

j∈I
qsharei,j,t − qPV

i,t = 0 ∀i, t (2.3c)

SoCi,t−1 + qBin
i,t · ηB − qBout

i,t /ηB − SoCi,t = 0 ∀i, t > t0 (2.3d)

SoCi,t=tend
+ qBin

i,t0
· ηB − qBout

i,t0
/ηB − SoCi,t0 = 0 ∀i, t = t0 (2.3e)

SoCi,t − SoCmax
i ≤ 0 ∀i, t (2.3f)

qBin
i,t − qB

max

i ≤ 0 ∀i, t (2.3g)

qBout
i,t − qB

max

i ≤ 0 ∀i, t (2.3h)

− qGin
i,t ,−qGout

i,t ,−qsharei,j,t ,−qBin
i,t ,−qBout

i,t ,−SoCi,t ≤ 0 ∀i, t (2.3i)

with i, j ∈ I and t ∈ T .
For further information about the model see the publication in [38] and the GitHub repository in

[54].

Dynamic participation in energy communities The following paragraphs discuss the extension
of the linear optimization model FRESH:COM to a bi-level model for dynamic participation in energy
communities. We start with an overview on the modeling approach. The flow chart in Figure 2.2
shows the process that is suggested to optimize dynamic participation in energy communities over a
horizon of several years. For one year, the strategy is as follows:

• The starting point is the ”old” community, where some members leave at the end of their contract
period.

• The status quo of the remaining members is then captured. Previous analyses of peer-to-peer
electricity trading under the consideration of prosumers’ willingness-to-pay demonstrate two im-
portant characteristics for a community and its members: Overall community welfare3, and the
annual emissions and costs of each member. These indicators are obtained by solving the energy

3Community welfare comprises two parts: (i) producer welfare, which considers the community as a whole to maximize
producer profits, and (ii) consumer welfare, which considers the individual demand functions (here, willingness-to-pay).
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community model FRESH:COM to maximize community welfare of the original community con-
figuration. The annual costs and emissions are then used as ”benchmarks” for the optimization
process.

• After decisions about leaving, staying, or joining the community are made by all existing and
potential new members, a bi-level optimization problem is solved to determine the optimal con-
figuration of new prosumers. The lower level problem is linear community welfare maximization
that was applied to the original community in the previous step to obtain benchmarks. The
upper-level problem determines which potential members are selected by the community, and
subsequently, the new prosumers’ parameters (annual electricity demand and peak capacity of
the installed PV systems).4

• Finally, the new community is defined and the process repeats in the next year.

Figure 2.2: Flow chart of the proposed methodology for dynamic participation

Since dynamic participation is an extension of the original model FRESH:COM, we need to define
a few mathematical details of the new model.

Prosumers’ cost-emission function To evaluate the impact of new prosumers on original pro-
sumers, the following functions are defined:

∆costsi = costsi − costsi,old, (2.4)

∆emissionsi = emissionsi − emissionsi,old. (2.5)

4The proposed model calculates optimal BESS sizes as well; however, the focus of this work remains on annual demand
and PV system size.
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Equation (2.4) is the deviation of prosumer i’s annual costs within the new community set-up compared
to the previous status quo. Similar to Eq. (2.4), Eq. (2.5) represents prosumer i’s annual emission
increase or decrease. The cost-emission function CE is defined next.

CE =
∑

i∈Iold
αi∆costsi + (1− αi)∆emissionsi (2.6)

Similar to Pareto-optimization, a weighting factor αi ∈ [0, 1] is introduced for each prosumer to
choose individually. Therefore, αi determines whether more emphasis is placed on minimizing costs
or emissions. By choosing an individual αi, prosumers can express either a cost-saving or an emission-
saving preference. Due to the absolute values of costs and emissions in Eq. (2.4) and (2.5), each
prosumer’s changes count equally. The cost-emission function CE is the objective to be minimized in
the optimization problem.

The costs of each member i of the community over a certain period are calculated as follows:

costsi =
∑

t∈T
pGin
t qGin

i,t −
∑

t∈T
pGout
t qGout

i,t

+
∑

t∈T ,j∈I
wtpj,i,tq

share
j,i,t −

∑

t∈T ,j∈I
wtpi,j,tq

share
i,j,t , (2.7)

where T is the respective time period. The emissions over a certain time are:

emissionsi =
∑

t∈T
etq

Gin
i,t (2.8)

Only purchases from the grid are considered in the emissions calculations, because the production of
PV electricity does not generate marginal emissions.

Bi-level-model The model solves two main problems: (i) selecting the optimal electricity demand
and PV capacity of new prosumers to fulfill certain requirements set by original community members,
and (ii) maximizing community welfare, given the new prosumers’ parameters selected in (i). Sub-
sequently, this problem can be formulated as a bi-level problem, wherein the leader anticipates the
follower’s reaction. In the upper-level problem, the leader, of the bi-level problem represents (i) and
its lower level, the follower, (ii).

The leader minimizes the cost-emission function CE with the continuous decision variables loadi
and PVi, and the binary decision variables bi, for all i ∈ Inew (see Eq. (2.9a)). The decision variables
have lower and upper bounds to ensure a reasonable solution of the model (see Eqs. (2.9b) and (2.9c)).
We restrict the number of new members in Eq. (2.9d). The upper level problem is stated as follows:

min
{loadi,PVi,bi,Qi,t}

∑

i∈Iold
αi∆costsi + (1− αi)∆emissionsi (2.9a)

subject to:

bi · loadmin
i ≤ loadi ≤ bi · loadmax

i ∀i ∈ Inew (2.9b)

bi · PV min
i ≤ PVi ≤ bi · PV max

i ∀i ∈ Inew (2.9c)
∑

i∈Inew

bi = n (2.9d)

The lower level problem equals the linear problem for static participation, where community welfare
is maximized, see Eq.s (2.3a)-(2.3i). The set of variables

Qi,t = {qGin
i,t , qGout

i,t , qsharej,i,t , qBin
i,t , qBout

i,t , SoCi,t}

are the lower level primal decision variables. A very common approach to solving a bi-level optimization
problem is the transformation to a mathematical program with equilibrium constraints (MPEC),
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see [45]. The lower level problem is reformulated by its corresponding Karush-Kuhn-Tucker (KKT)
conditions, and can be classified as a mixed complementarity problem (MCP) or equilibrium problem,
which is parameterized by the leader’s decision variables ([6]). The resulting optimization problem is
single-level, and it is linear except for binary variables and complementarity constraints. For the KKT
conditions in detail please refer to [37]. The resulting complementarity conditions are then transformed
into a mixed integer linear program (MILP) using the Fortuny-Amat method, also known as the ”Big-
M approach” ([22], [21], and [42]).

Clustering in the time domain Because MPECs are computationally expensive, an alternative
approach is used to represent peer-to-peer trading within a community over a whole year. The input
data that is available in hourly resolution for a whole year is transformed to three representative days
using a k-means algorithm ([57]) of the Python tslearn package ([56]). The optimization model then
determines the optimum using the three representative days considering the weight5 of each day in
both the upper and lower level objective functions.

2.4.2.2 Upscaling the potential of energy communities to country level

This Section explains how to calculate the potential of energy communities in a reference country.
We explain the evaluation of the building stock, how the energy model FRESH:COM is used in the
context, and we present the reference countries’ parameter.

Overview on upscaling the potential of energy communities to country level Figure 2.3
shows a flow chart of the workflow for deriving the potential of energy communities in a country. We
start with the selection of one of the following reference countries: Austria, Greece, Norway, Spain,
or England. The building stock is assigned to different energy community types – so-called sample
energy communities – according to settlement patterns (see settlement pattern algorithm below).
With country specific data matching building stock and residential electricity consumption, the input
data for each sample energy community is prepared. The energy community model FRESH:COM is
applied to all sample ECs and the results are upscaled knowing the number of ECs per settlement
pattern of the whole country. The following results are derived: the number of energy communities
(theoretical potential) for each country, collective self-consumption, and the emissions and costs saved
on a local level due to energy sharing within a community. The corresponding model is also available
open-source on GitHub (see [55]) under the Apache 2.0 license.

Characteristics of settlement patterns The analyses of this study are to a large extent based
on residential building stock data, which are found on national statistics websites of the five reference
countries. Greek and Norwegian building data bases provide the highest spacial resolution (munic-
ipality level). Other countries, e.g. Spain, only provide data on NUTS 3 level. Each area includes
different settlement patterns; hence, we need a method to divide the building stock into categories
that summarize building types. Thereof, energy communities are formed, represented by sample ECs.
The following definition of four different settlement patterns is adopted from [20]:

1. City areas (high population density)

• Large apartment buildings (10 or more dwellings)

– Aggregation of tenants’ load profiles

– Possibly with different types of businesses in the buildings (shops on the first floor,
offices, ...)

5Each day represents a number of days of the year, which is then used to weight each representative day in the process
of upscaling back to annual values; all three days represent the whole year. We choose this number of representative
days due to computational constraints of the model.
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Figure 2.3: Flow chart of the up-scaling procedure

– Limited rooftop area for PV systems

2. Town areas (medium population density)

• Mostly small apartment buildings (3-9 dwellings)

• Limited rooftop area for PV systems

• Some businesses included (e.g., shops, bakery, ...)

3. Suburban areas (low-to-medium population density)

• Mix of apartment buildings and single family houses

4. Rural areas (low population density)

• Mostly single houses (1-2 dwellings)

• Sufficient rooftop area available

With these definitions, we assign buildings to each of the samples ECs using a so-called settlement
pattern algorithm:
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1. City: 10 large apartment buildings (LABcity = 10)

2. Town: 10 small apartment buildings (SABtown = 10)

3. Suburban: 10 single houses + 2 large apartment buildings (SHsub = 10 and LABsub = 2)

4. Rural: 10 single houses (SHrural = 10)

[20] evaluate the ideal PV capacities and PV orientations for each settlement pattern. According to
the paper, single houses in suburban and rural communities should have PV systems orientated South,
while small and large apartment buildings in city and town communities should install PV systems
facing different directions: East, South and West.

Settlement pattern algorithm The allocation of buildings to settlement patterns is performed
individually for each area i (region or district depending on the granularity of the building stock
data). Algorithm 1 shows the exact procedure: The allocation starts with the assignment of all small
apartment buildings (Ni,SAB) to town ECs (ECi,town). The following step divides large apartment
buildings (Ni,LAB) into city and suburban ECs. If the percentage of LABs within the whole building
stock Ni,total is smaller than a specific threshold thcity, there are no city ECs in i, i.e., ECi,city = 0.
Else, the share of LABs allocated to suburban ECs is defined by the parameter psub/city.

6 There is
a default value for psub/city; in some cases we need to decrease the value of psub/city and assign more
LABs to city ECs, because there are not enough single houses for the calculated number of sub-urban
ECs using the default value of psub/city. The last step of each iteration assigns the remaining single
houses (Ni,SH − ECi,subSHsub) to rural communities (ECi,rural).

Definition of sample energy communities Now that we determined how many energy commu-
nities per settlement pattern could (theoretically) exist in a country, we need to define the sample
energy communities next. In the following, it is described how prosumers’ electricity demand, PV
generation profile, battery capacity, and willingness-to-pay are specified for each reference country
and settlement pattern.

Hourly electricity demand profiles are calculated by the open-source tool LoadProfileGenerator
(version 10.4.0; see [34] and [41]).7 This way, different household characteristics, sizes, and demo-
graphics are represented. The demand profiles are normalized and then upscaled to country specific
demand values: Electricity demand parameters are calculated separately for each country with the
information provided by national statistic data bases. The average electricity demand per household
Davg is calculated from the total residential electricity demand and number of dwellings, ndwellings,
taking into account the proportion of permanently occupied dwellings, ηocc.

Dtotal = Davg · ndwellings · ηocc (2.10)

ndwellings = nSH + nSAB + nLAB (2.11)

Calculating the average electricity demand per dwelling in a single house, Davg,SH , and in an apartment
building, Davg,AB, the following relation applies:

Davg = xSH−ABDavg,SH + (1− xSH−AB)Davg,AB (2.12)

Davg,SH = ySH−ABDavg,AB (2.13)

xSH−AB is the share of single house dwellings within the whole dwelling stock:

xSH−AB =
nSH

nSH + nAB
(2.14)

nAB = nSAB + nLAB (2.15)

6Correspondingly, the share of LABs in city ECs is 1− psub/city.
7https://www.loadprofilegenerator.de/
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Algorithm 1: Settlement pattern algorithm

for i in areas do

ECi,town ←
⌊

Ni,SAB

SABtown

⌋
;

if Ni,LAB/Ni,total < thcity then
ECi,city ← 0;

ECi,sub ←
⌊
Ni,LAB

LABsub

⌋
;

else

if
Ni,SH

SHsub
<

⌊
psub/city ·Ni,LAB

LABsub

⌋
then

psub/city ←
Ni,SH

Ni,LAB

LABsub

SHsub
;

end

ECi,sub ←
⌊
psub/city ·Ni,LAB

LABsub

⌋
;

ECi,city ←
⌊
Ni,LAB − ECi,subLABsub

LABcity

⌋
;

end

ECi,rural ←
⌊
Ni,SH − ECi,subSHsub

SHrural

⌋
;

end
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It is assumed that a household in a single house consumes on average around ySH−AB = 2.5 times more
electricity per year than a household in an apartment building (see [53], data from Austria in 2016).
Next, the average number of dwellings per building type, BT = {SH, SAB, LAB}, is calculated:

navg,BT =
nBT · ηocc
NBT,occ

(2.16)

For some countries, only the total number of apartments, nAB, is available, but not the exact numbers
of nSAB and nLAB. We solve this problem by making an assumption on the average number of
dwellings in either SABs, navg,SAB, or LABs, navg,LAB, and then we apply the following relation:

navg,SAB =
nAB · ηocc − navg,LAB ·NLAB,occ

NSAB,occ
(2.17)

Each sample energy community consists of BTSP buildings per building type. The annual elec-
tricity consumption of individual prosumers of a sample community are normally distributed with a
mean value equal to the national average demand of building type BT . The parameters of the normal
distribution N (µBT , σ

2
BT ) per BT are defined as following:

µBT = Davg,BT · navg,BT (2.18)

σBT = 0.3µBT (2.19)

The technology portfolio of the energy community members includes PV systems and battery
energy storage systems (BESS). The PV generation profiles are obtained from the open-source tool
renewables.ninja (year 2019, see [43], [40] and [48]). We use the generation profiles of the reference
countries’ capitals Vienna, Athens, Oslo, Madrid, and London, which are representative for the ir-
radiation profiles of the whole country.8 The installed capacities vary from 3 kWpeak to 15 kWpeak,
depending on the building types. Note that some members are consumers only and do not have their
own PV system. Some prosumers own a BESS; the installed capacities vary from 3 kWh to 8 kWh.

Country data: 5 European reference countries Five reference countries are selected in case
study 2: Austria, Greece, Norway, Spain, and England, see Fig. 2.4, to represent Central Europe,
South-Eastern Europe, Scandinavia, Iberian Peninsula and Great Britain, respectively.

The case study results are based on building stock data of each country, obtained from the coun-
tries’ national statistic websites. For details and references refer to Section 2.5. Table 2.1 compares
population, spacial resolution, building and household data, and electricity consumption data. The
population varies from 5.4 million in Norway to 56 million in England. The spacial resolution de-
pends on the available building stock data: NUTS 3 in Spain and England,9 Greece and Norway on
municipality level (LAU), and political districts in Austria (below NUTS 3).

From the total building stock data, we only consider residential buildings which are either ex-
clusively residential or mixed use with main purpose residential; other buildings are neglected. The
occupancy rate of dwellings includes main residences, while empty dwellings and vacation homes are
excluded. It can be noticed that Norwegian households have by far the highest electricity consumption
due to the high degree of electrification in Norway.

8There are of course large inaccuracies especially in countries with large north-south expanses like Norway, but
developing regional sample energy communities is beyond the scope of this case study. In addition, the northernmost
areas of Norway, for example, are very sparsely populated or not populated at all.

9The English building stock data is available for single tier and county councils, which – not exactly, but more or less
– represent NUTS 3.
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Figure 2.4: Austria, Greece, Norway, Spain, and England

2.4.2.3 Up-scaling to European level

Based on the evaluation of five reference countries, we want to estimate a theoretical potential for
energy communities for Europe as a whole. The remaining European countries are each assigned to one
of the reference countries (clusters) and the results are scaled considering population and residential
electricity demand. In Figure 2.5, a map shows the allocation to reference countries. The allocation of
countries to a certain cluster is mainly based on geographical indicators. Hence, the solar irradiation
should be similar to the reference country, because PV generation strongly influences the results of an
energy community. The other important factor, electricity demand, is considered for each country of
a cluster separately.

The number of energy communities in total is derived using the following approach. For each cluster
of countries represented by one of the five reference countries, the number of energy communities,
ECcluster, is

ECcluster = ECref. country
populationcluster

populationref. country
, (2.20)

where populationcluster is the total population of all countries assigned to the cluster, and populationref. country

the population of the cluster’s reference country. Similar, we calculate electricity savings of each cluster
(the reduction of electricity trade between prosumers and the grid, the increase of collective local self
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Figure 2.5: Overview of European countries assigned to the five reference countries (clusters)

consumption, and the decrease in battery storage utilization) using an upscaling factor upscalecluster
defined as

upscalecluster =
demandcluster

demandref. country
, (2.21)

where demandcluster is the total electricity demand of all countries assigned to the cluster, and
demandref. country the electricity demand of the cluster’s reference country.

2.4.3 Linkages

The linkages of case study two are summarized as follows:

• The model is linked to the openENTRANCE project-internal database at https://data.ece.
iiasa.ac.at/openentrance-internal/#/workspaces.

• The openENTRANCE common data format is used for input data.

• The openENTRANCE common data format is used for some selected output data.

• We use the open-source package pyam (see https://pyam-iamc.readthedocs.io/en/stable/)
for data transformation.
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2.5 Description of datasets and how they were created

This Section describes the data and assumptions of the case study in detail. We provide information
on the datasets for the results of the energy community model FRESH:COM in Section 2.5.1 and for
the calculation of the potential of energy communities in Europe in Section 2.5.2.

2.5.1 Datasets for the energy community model FRESH:COM

For the results of the energy community model and the corresponding datasets, we refer to our previous
publication in [37], on which this section is based.

2.5.1.1 Model implementation

The model is implemented using Python (version 3.7.2; see [59]) using the Pyomo package (version
5.7.3; see [25] and [4]), and Gurobi (version 9.0.0; see [24]) as a solver. Gurobi is a commercial solver.
Alternatively, the problem can be solved with the open-source solver GNU Linear Programming Kit
(GLPK). The model is available open source on GitHub (see Software availability).

2.5.1.2 Input data

The electricity demand of each member is obtained from the open-source tool LoadProfileGenerator
(version 10.4.0; see [41]), which generates artificial data. Different household types categorized by liv-
ing situation and demographics (single working person, elderly couple, family, etc.) are included in this
study. The PV generation data are obtained from a different open-source tool Renewables.ninja (ver-
sion v1.3; see [40], and [48]). PV systems’ irradiation data and electricity output are location-specific
to Vienna, Austria. While the existing community is characterized by specific input parameters,
standardized profiles for the new prosumers are used as input data:

• qloadi,t is a standardized load profile (H0 for household, G0 for standard business10)), which is
normalized to 1000 kWh/year. For example, a result of loadi = 5 means that the optimal
prosumer has an annual demand of 5000 kWh/year. The possible range is between 2000 −
8000 kWh/year.

• qPV
i,t is the generation profile of a 1 kWpeak PV system facing South; hence, the decision variable
PVi is a factor that upscales the PV system size. The possible range is between 0− 5 kWpeak.

A summary of the prosumers’ input data can be found in Table 2.2. The willingness-to-pay
wi is arbitrarily assigned between the prosumers to cover a range between 0–100EUR/tCO2. The
electrical distance factors dij ∈ [0, 1] are dummy values to represent electrical distances within a
distribution network (the case study is artificial). The higher the value of dij , the further the electrical

distance between prosumer i and j. Input data from the grid includes the following values: pGin
t =

0.2EUR/kWh (the average value of the 2019 Austrian retail electricity price; see [16]) and pGout
t =

0.04EUR/kWh (average Austrian spot market price of 2019; see [17]). Marginal emissions et are
hourly values obtained from [47] (Austrian-German spot market).

2.5.2 Datasets for the potential of energy communities in Europe

2.5.3 Austria

• A list of buildings and apartments by type of (residential) building and political district (from
2011) can be found at [51].

10The synthetic load profiles of 2019 for household (H0 ”Haushalt”) and business (G0 ”Gewerbe allgemein”) are used.
(See further: https://www.apcs.at/de/clearing/technisches-clearing/lastprofile
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Table 2.2: Parameters of the prosumers of the community (”-” indicates that a technology type is not
included). The willingness-to-pay wi of the new prosumers (H0 and G0) is not optimized, but varied
in a sensitivity analysis.

Annual demand PV orientation PV peak output Storage capacity CO2-price wi

(kWh) (kW) (kWh) (EUR/tCO2)
Prosumer 1 3448 - - - 100
Prosumer 2 8548 South 5 - 0
Prosumer 3 2403 West 3 - 90
Prosumer 4 3320 South 3 3 30
Prosumer 5 2521 - - - 50
Prosumer 6 2167 South 3 - 60

Prosumer H0 2000− 8000 South 0− 5 - 0/50/100
Prosumer G0 2000− 8000 South 0− 5 - 0/50/100

• Table Durchschnittlicher Stromverbrauch eines Haushalts 2008, 2012 und 2016 at [53] shows
the average electricity consumption per household according to parameters such as number
of persons within the household, dwelling size, or number of dwellings within a building (1-2
dwellings versus 3 or more dwellings).

• The overall electricity demand for households in Austria was 15 222GWh in 2021 [9].

• 3.955.761 private households and 8.753.667 inhabitants [52]

2.5.4 Greece

• Number of buildings [10] Table 4. Buildings by use (exclusive, mixed) and number of regular
residences. Total Greece, large geographical areas, Decentralized Administrations, Regions,
Regional Units, Municipalities.

– (i) number of buildings for exclusive residential use, (ii) number of buildings for mixed use,
but main use is residential, (iii) number of buildings for mixed use with main use other
than residential. We use (i) and (ii)

• Empty dwellings [11] Table B18. Normal residences by state of residence. Regional Units,
Municipalities.

• Households per SH, AB (only buildings with main use residential), [11] Table B13. Normal
houses by building type. Regional Units.

• Electricity consumption: 4125 kWh/dwelling, see [36].

2.5.5 Norway

• Building stock for municipalities 2020 from [49].

– SH: Detached house, house with 2 dwellings

– SAB: Row house, linked house and house with 3 dwellings or more

– LAB: Multi-dwelling building

• Dwellings: [50] (same structure as building stock)

• Electricity consumption [12]

• Electricity prices from: https://ec.europa.eu/eurostat/databrowser/view/nrg_pc_204/

default/table?lang=en
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2.5.6 Spain

• Number of buildings from [28]. Table: Results by Autonomous Communities and Provinces →
Buildings by type of building by size and no. of dwellings.

– Number of buildings according to: (i) total number of buildings, (ii) number of buildings
mainly or exclusively used for housing, (iii) number of buildings for other purposes.

• Empty dwellings from [27]. Table: Province and Autonomous Communities results→ Dwellings
according to type of dwelling and construction year (added) of the building.

• Electricity consumption from [15]

2.5.7 United Kingdom

• Building stock, see [13].

• Number of dwellings, population density, number of households from [30] for all English single
tier and county councils:

– SH: Detached dwelling, semi-detached dwelling, terraced

– SAB: Part of a converted or shared house

– LAB: Purpose-built block:flats or tenement

• Househoulds, size of buildings, etc. [32]

• Residential electricity demand in the UK 103 825GWh, see [29]; average electricity demand per
household from [36]

• Emissions data see [33]
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2.6 Results of case study

This section presents the results of case study 2. We start with the results of the energy community
model FRESH:COM in Section 2.6.1, and continue with the potential of energy communities in five
reference countries and in Europe as a whole in Sections 2.6.2 and 2.6.3, respectively.

2.6.1 Results of the energy community model FRESH:COM

2.6.1.1 Results for static participation

First we look into static participation in energy communities; i.e., when no members join or leave the
community. The we analyze community consists of six households with consumers and prosumers.
The annual results (kilowatt-hours of electricity bought and sold, marginal emissions, and costs) of
all members are presented in Table 2.3. Figure 2.6 presents the peer-to-peer traded electricity (in
kWh/year) in detail as a heat map; rows represent the amount a prosumer sells to each peer, and
columns are the respective purchases.

Table 2.3: Summary of the results of peer-to-peer trading (original community set-up)
Prosumer 1 2 3 4 5 6 total
Buying grid (kWh) 1140.3 4871.6 1379.3 1080.4 1436.3 854.6 10762.6
Selling grid (kWh) 0 818.3 1680.0 573.5 0 2286.9 5358.8
Battery charging (kWh) 0 0 0 870.0 0 0 870.0
Battery discharging (kWh) 0 0 0 721.5 0 0 721.5
Self-consumption (kWh) 0 3341.5 1016.7 1400.7 0 1282.9 7041.9
Buying community (kWh) 2308.1 334.6 6.5 117.4 1084.5 29.6 3880.0
Selling community (kWh) 0 2300.8 274.3 1015.5 0 290.0 3880.0
Emissions (tCO2) 0.6 2.6 0.7 0.6 0.8 0.5 5.8
Costs (EUR) 790.0 449.3 154.5 -8.2 527.7 24.0 1937.3

Pr
os

um
er

 1

Pr
os

um
er

 2

Pr
os

um
er

 3

Pr
os

um
er

 4

Pr
os

um
er

 5

Pr
os

um
er

 6

Prosumer 1

Prosumer 2

Prosumer 3

Prosumer 4

Prosumer 5

Prosumer 6

0 0 0 0 0 0

2218 3342 6 60 17 0

3 207 1017 56 3 5

87 11 0 1401 893 24

0 0 0 0 0 0

0 117 0 2 172 1283
0

500

1000

1500

2000

2500

3000

kWh

Figure 2.6: Heatmap of the peer-to-peer electricity trading between the prosumers in static participa-
tion. Rows represent prosumers selling electricity, columns buying electricity. The diagonal represents
self-consumption.

Compared to all other participants, prosumer 1 buys the most from the community, with the
highest share coming from prosumer 2, who is prosumer 1’s closest peer and has a 5 kWpeak PV
system installed. Prosumer 1 does not own a PV system and has the highest willingness-to-pay.
Prosumer 3 has the second-highest willingness-to-pay; however, they also have their own PV system
installed, and mostly consume their own generation. Prosumer 2 prefers to sell to prosumer 1, with
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a higher willingness-to-pay than prosumer 3. Prosumer 2 clearly has the highest electricity demand
within the community; therefore, the highest annual (marginal) CO2 emissions of the community,
despite having large PV system capacities installed. Prosumer 5, who is a consumer only, prefers to
buy from their closest peers, prosumers 4 and 6. Prosumer 6 has very low annual electricity costs
due to high-self-consumption and being able to sell electricity to other members of the community.
Prosumer 4 is the only participant with a BESS and is able to further minimize their electricity costs,
achieving negative annual costs.

2.6.1.2 Results for dynamic participation

In this Section we show results for dynamic participation in energy communities. We consider again
the same energy community (Iold) as in the previous Section 2.6.1.1, which now wants to add a new
member to the community.

Choosing optimal parameters The first set of results shows how the original energy commu-
nity chooses optimal parameters of a potential new member depending on the community members’
preferences.

(i) Minimizing emissions In the first case, it is assumed that all community members care
about minimizing their annual emissions, but have no preference regarding cost savings; αi = 0 is set
for all prosumers i ∈ Iold. The result of the new prosumer’s PV system size is not surprising. The
PV capacity is set to its maximum PVnew = PV max

new = 5kWpeak. At the same time, the optimal
electricity demand of the new prosumer is at its minimum loadnew = loadmin

new = 2000 kWh/year. The
new annual peer-to-peer trading values are shown in Fig. 2.7. The annual results (kilowatt-hours of
electricity bought and sold, marginal emissions, and costs) of all members are presented in Table 2.4.
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Figure 2.7: Heatmap of the peer-to-peer electricity trading between the prosumers – all αi = 0

Cost-wise, the newly added PV capacity can be seen as a competition with other members’ PV
systems. Part of the revenue from selling electricity to consumers transfers to the new prosumer instead
of old members, whose earnings now decrease. Notably, the annual emissions of all prosumers involved
are reduced. Due to the newly added PV capacity, prosumers are able to buy more electricity from the
community. The electricity demand of the new prosumer is low, such that there is little competition
in consuming PV electricity. The Sankey diagram in Figure 2.8 demonstrates that members of the
original community (Iold) cover their electricity demand through self-consumption, buying from other
community members or buying from the grid. The left side represents the old community without
the new prosumer, and the right side shows the new community. The new prosumer’s PV generation
primarily substitutes purchases from the grid, which is desirable if the common goal is to reduce
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Table 2.4: Summary of the results of peer-to-peer trading – all αi = 0
Prosumer 1 2 3 4 5 6 H0
Buying grid (kWh) 1140.3 4354.7 1278.2 917.5 1401 812.6 1027
Selling grid (kWh) 0 818.3 1680 584.6 0 2291.6 4611
Battery charging (kWh) 0 0 0 882.6 0 0 0
Battery discharging (kWh) 0 0 0 731.4 0 0 0
Self-consumption (kWh) 0 3365.6 1016.7 1573.4 0 1282.9 972
Buying community (kWh) 2308.1 827.4 107.6 97.8 1119.8 71.6 0.9
Selling community (kWh) 0 2276.8 274.3 819.2 0 285.4 877.7
Emissions (tCO2) 0.6 2.3 0.7 0.5 0.8 0.4 0.6
Costs (EUR) 790 449.5 158.1 -1.4 528.2 25.8 -165

emissions. Prior to adding the new prosumer, community members purchase 10 700 kWh from the
grid. Adding a new prosumer with a 5 kWpeak PV system installed, this amount can be reduced by
around 8%. Prosumer 4, who has battery storage installed, can also increase their self-consumption.
The next Figure 2.9 presents the annual cost and emission increase (or decrease) of each prosumer
of the original community, comparing Eqs. (2.4) and (2.5). Annual costs (left axis in red) increase
slightly by a few EUR for most prosumers, whereas emissions significantly decrease, as desired.

Figure 2.8: Sankey diagram of the electricity consumption of prosumers
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Figure 2.9: Cost- and emission balances of the prosumer of Iold – all αi = 0
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(ii) Minimizing costs The other distinct case is setting all αi = 1, indicating that prosumers
seek to minimize annual electricity costs. The optimal result of the bi-level problem is a prosumer
with the maximum possible annual electricity demand loadnew = loadmax

new = 8000 kWh/year. At the
same time, the new prosumer’s optimal PV capacity is at its minimum PVnew = PV min

new = 0kWpeak;
hence, the new member is a consumer, who buys PV electricity from the community, which generates
additional revenue for the other members. The new annual peer-to-peer trading values are shown in
Fig. 2.10. The annual results (kilowatt-hours of electricity bought and sold, marginal emissions, and
costs) of all members are presented in Table 2.5.
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Figure 2.10: Heatmap of the peer-to-peer electricity trading between the prosumers – all αi = 1

Table 2.5: Summary of the results of peer-to-peer trading – all αi = 1
Prosumer 1 2 3 4 5 6 H0
Buying grid (kWh) 1140.3 5587.5 1379.3 1432.6 1459.1 854.6 4792.1
Selling grid (kWh) 0 818.3 1568.3 516.1 0 341.2 0
Battery charging (kWh) 0 0 0 870 0 0 0
Battery discharging (kWh) 0 0 0 723.6 0 0 0
Self-consumption (kWh) 0 2911.6 1016.7 1098.2 0 1282.9 0
Buying community (kWh) 2308.1 48.6 6.5 65.6 1061.7 29.6 3207.9
Selling community (kWh) 0 2730.8 386 1375.4 0 2235.8 0
Emissions (tCO2) 0.6 3.0 0.7 0.8 0.8 0.5 2.6
Costs (EUR) 790 443.2 131.6 -25.8 527.6 -331 1663.1

The Sankey diagram in Figure 2.11 demonstrates that members can increase their income by
selling a significant amount of their generation to the new prosumer, which was previously sold to
the grid because the new prosumer’s willingness-to-pay is higher than the remuneration for selling PV
generation into the grid wtpi,new,t > pGout

t .
In total, about 40% of the community’s surplus PV production is sold to the new prosumer in

this scenario, resulting in cost savings for prosumers with PV systems (see Figure 2.12). This is
especially evident for prosumer 6, who is the closest neighbor of the new prosumer. The consumers of
the community, prosumers 1 and 5 do not experience major changes. Emission balances offer another
interesting result; the lower the willingness-to-pay (e.g., prosumer 2 with w2 = 0EUR/tCO2), the
higher the annual CO2 emissions. Prior to adding the new member with a high electricity demand,
higher amounts of PV generated electricity remained available for prosumers with low willingness-to-
pay, which are now sold to the new member. Prosumer 6, the closest neighbor of the new prosumer,
achieves the highest cost decrease.
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Figure 2.11: Sankey diagram of the electricity generation of prosumers
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Figure 2.12: Cost and emission balances of the prosumer of Iold – all αi = 1

Mixed preferences While the prosumers’ choices of αi are uniform in both previous cases, we
now introduce non-uniform values of αi. There is a large number of possible combinations, many of
which lead to the same results as before. Other combinations lead to different results; for example,
[α1, α2, α3, α4, α5, α6] = [1, 1, 0, 1, 1, 0], which is presented here The optimal parameters of the new
prosumer are set by the model to maximum PV capacity and maximum annual electricity demand,
PVnew = 5kWpeak and loadnew = 8000 kWh/year, respectively. The detailed peer-to-peer trading in
Figure 2.13 shows that the new prosumer trades electricity with the other members, but predominantly
self-consumes their PV generated electricity due to their own high annual electricity demand. This
differs from the first case, wherein the new prosumer has a low electricity demand and sells larger
volumes of electricity to the other members, comparing Fig. 2.14 with Fig. 2.8.

Due to the high share of self-consumption in the mixed preferences case, the new prosumer buys
only small volumes of electricity from the community (see Fig. 2.15). In general, there are less
interactions/trades with the community, which is reflected in the annual cost-emission balances as well.
Figure 2.16 shows very small deviations from the previous status quo. Annual emissions decrease for
prosumers 3 and 6, which is congruent with their preferences on saving emissions (α3,6 = 0). Annual
cost differences are negligible (less than 2 EUR per year). The annual results (kilowatt-hours of
electricity bought and sold, marginal emissions, and costs) of all members are presented in Table 2.6.
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Figure 2.13: Heatmap of the peer-to-peer electricity trading between the prosumers – mixed αi

Table 2.6: Summary of the results of peer-to-peer trading – mixed αi

Prosumer 1 2 3 4 5 6 H0
Buying grid (kWh) 1140.3 4983.7 1278.2 1185.8 1432.9 812.6 4351
Selling grid (kWh) 0 818.3 1680 573.5 0 2291.6 2876.6
Battery charging (kWh) 0 0 0 870 0 0 0
Battery discharging (kWh) 0 0 0 720.1 0 0 0
Self-consumption (kWh) 0 3315.6 1016.7 1347.5 0 1282.9 3365
Buying community (kWh) 2308.1 248.4 107.6 66.6 1088 71.6 284
Selling community (kWh) 0 2326.7 274.3 1068.8 0 285.4 219.1
Emissions (tCO2) 1 2.7 0.7 0.6 0.8 0.4 2.3
Costs (EUR) 790 448.8 156.3 -9.3 528 24.7 767.4

Figure 2.14: Sankey diagram of the electricity consumption of prosumers

Choosing between two new members Next, another potential new prosumer with the electricity
demand profile of a standard business (prosumer G0) is compared to prosumer H0. The results
remain unchanged when the model is run with prosumer G0 instead of H0; therefore, the binary
decision variables are actively used in this step and the model is run with two potential new prosumers
Inew = {prosumer H0, prosumer G0} to determine which prosumer type is preferred by the community.
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Figure 2.15: Sankey diagram of the electricity generation of prosumers
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Figure 2.16: Cost- and emission balances of the prosumer of Iold – mixed αi

There is only one possible choice: ∑

i∈Inew

bi = 1. (2.22)

We start the analyses by minimizing the individual emissions again. The community prefers the
household profile with the same parameters as before: PVnew =5kWpeak and loadnew = 2000 kWh/year.
The annual peer-to-peer trading is shown in Figure 2.17 (left), wherein the business (prosumer G0) is
not part of the community. The other cases, minimizing prosumers’ costs and mixed preferences, lead
to a different result. The business is a better match with PV generation profiles than the household and
is, therefore, a better opportunity to sell surplus PV generation to. The business is a consumer only,
with an annual electricity demand of 8000 kWh (see Figure 2.17, right). The results are summarized
in Table 2.7.

Table 2.7: Choosing between different prosumer types H0 and G0
prosumer type H0 G0

(i) individual emissions ✓ -

(ii) individual costs - ✓
(iii) mixed αi - ✓
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kWh kWh

Figure 2.17: Choosing between prosumer types; αi = 0 (left) vs. αi = 1 (right)

Discussion and implications of the results The community’s choice reflects well the different
needs of the members. We can see that a community with environmental-oriented members opts for a
prosumer with a large PV system, while profit-oriented choose a consumer with high electricity demand
they can sell electricity to and thereby generate profits. Geographical distance and the new prosumer’s
willingness-to-pay also influence the decision. With mixed preferences, the needs of environment- and
profit-oriented prosumers are balanced.

The model developed for dynamic participation presented here is only a basic model for dynamic
participation, because it shows only one year of the selection process. It can be considered as a basis
for dynamic participation over several years (annual phase-in and phase-out of members). Also, it
helps an energy community to optimally select prosumers from a given portfolio without considering
possible future developments of the community. To improve planning of the community, this matter
is addressed in [39].

2.6.2 Potential of energy communities on country level

This Section presents the results of the theoretical potential of energy communities on country level.
We start with a comparison of the total number of ECs per country in Section 2.6.2.1, then moving
on to the potential savings due to energy sharing in the reference countries, first on country level in
Section 2.6.2.2, then on prosumer level in terms of annual cost and emissions savings in Section 2.6.2.3.

2.6.2.1 Number of ECs in the reference countries

The evaluation of the results starts with a comparison of the total number of ECs per settlement
pattern type, which is graphically displayed in Figure 2.18. It can be seen that in terms of numbers,
rural ECs (green) are dominating. The highest number of ECs is found in England, which has by
far the largest amount of buildings. In Spain, similar in population, there are about half as many
residential buildings as England, because there are more apartment buildings rather than single houses.
In the UK, even in larger cities, a big part of the population lives in singles houses (detached, duplex
or row houses). Since the settlement pattern algorithm assigns single houses to rural or suburban
areas, we can see that this assignment might not represent England as well as it represents the other
reference countries, where a higher percentage of apartment buildings are found in cities. Therefore,
the term ”rural” can be misleading, as it really simply means single houses, both in rural and urban
areas.

The three other reference countries are small in population and they have very similar numbers of
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ECs. They all have a large share of rural areas, one large main metropolitan area, and a few smaller
urban areas. The numbers are summarized in Table 2.8.

city town suburban rural

Figure 2.18: Number of energy communities in Austria, Greece, Norway, Spain, and England

Table 2.8: Total number of ECs per settlement pattern type and reference country
city town suburban rural

Austria 4353 16 123 10 734 148 107

Greece 4087 26 719 11 006 153 294

Norway 1587 17 062 12 753 121 641

Spain 28 170 53 865 89 516 483 401

UK (England) 2779 106 715 7490 1 728 185

2.6.2.2 Savings per country

The number of ECs is a representation of the building stock, but not yet represents the benefit and
potential of energy communities for the energy system in each country. Electricity sharing/trading
increases the PV self-consumption on community level and improves the exploitation of renewable
resources. Figures 2.19-2.21 show the aggregated savings per country for Austria, Greece, and Spain,
respectively. Per settlement pattern, savings are split into the following categories: buying from the
grid (blue), selling to the grid (orange), shared self-consumption (own self-consumption plus purchases
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from the community - green), and BESS operation (red). In the figures, we see a repeating pattern,
but with different quantitative numbers: Purchases and sales from the grid decrease due to the in-
creased self-consumption of the community as a whole. Also, batteries are used less, which implies
that prosumers can to some extent substitute battery size with increasing energy sharing with the
community.

In particular, this means that electricity trading with the grid is reduced when prosumers are
integrated into a local energy community: up to 25% less purchases from the grid in town settlement
patterns in Greece and in rural settlement patterns in Spain, and up to 100% less sales to the grid in city
energy communities in Norway. An increase of (shared) self-consumption within energy communities
by up to 70% is apparent in towns and cities. In rural settlement patterns, up to 65% are possible.
Battery utilization decreases by 10% to 100%.
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Figure 2.19: Impact of ECs on grid purchases, grid feed-in, shared self-consumption, and battery
operation: Austria
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Figure 2.20: Impact of ECs on grid purchases, grid feed-in, shared self-consumption, and battery
operation: Greece
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Figure 2.21: Impact of ECs on grid purchases, grid feed-in, shared self-consumption, and battery
operation: Spain

2.6.2.3 Implications on prosumer level

Moving on from the results on country level, we are interested in how energy communities impact their
individual members. We compare prosumers as community members and as stand-alone prosumers and
derive the sharing potential of each settlement pattern and of each reference country. The main factors
to evaluate are annual cost and emission savings per member. Apartment buildings are divided by the
average number of dwellings per building such that we can compare savings per household. Below,
we compare savings across settlement patterns and countries. Let’s start with costs savings in Figure
2.22. The main factors leading to differences between countries are electricity prices for households and
electricity generation from PV systems. Sharing electricity increases shared self-consumption, and the
community saves money by maximizing its welfare, see Eq. (2.1). The influence of the electricity price
becomes clear when comparing countries with similar solar irradiation, see Spain with high prices and
Greece with low prices. Although consumers pay relatively high electricity prices in England, savings
of English energy community members are at the lower end of the reference countries because of the
country’s low solar irradiation. Only Norwegian energy community members record lower savings.
Comparing all four settlement patterns of the case study, cost savings are clearly highest in rural
communities. In city ECs, which have the highest population density, self-consumption of individual
members (buildings) already exploits the majority of the PV generation potential, leaving little room
for further sharing with others. Rural ECs benefit primarily from members who do not own PV
systems, but also from members with different load profiles. One interesting case is Norway, where
cost savings in town ECs exceed savings in rural ECs. Since we assume that town settlements consist
of SAB building types where the electricity demand per dwelling is much lower compared to single
houses, and the average number of dwellings in Norwegian SABs is very low, much more PV electricity
is available to community members.

The emission savings correspond to the emission intensity of the national electricity generation, see
Figure 2.23. The most emission intense country (Greece) is about 42 times more emission intense than
the least emission intense country (Norway). This is much more significant than the price difference,
therefore the difference between the reference countries, which we can see in Figure 2.23, depends
mainly on emission intensity rather than solar radiation. The difference between the settlement
patterns can be explained in a similar way as the cost savings.
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Figure 2.22: Impact of ECs on the average community member per settlement pattern: costs
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Figure 2.23: Impact of ECs on the average community member per settlement pattern: emissions
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2.6.3 Potential of energy communities in Europe

As described in Section 2.4.2.3, the results from five reference countries are up-scaled to European
level. The number of energy communities for each cluster of countries (as shown in Figure 2.5) is
calculated according to Equation (2.20) and is presented in the following Table 2.9.

Table 2.9: Total number of ECs per settlement pattern type and cluster of countries
city town suburban rural

Austria 115,641 428,320 285,157 3,934,573

Greece 21,393 139,857 57,609 802,394

Spain 69,458 132,814 220,718 1,191,911

Norway 9,751 104,834 78,358 747,398

England 5,024 192,906 13,539 3,123,995

Europe total 221,266 998,730 655,381 9,800,271

Next, we display the savings per settlement pattern due to energy community participation similar
to Section 2.6.2.2 within the following categories: buying from the grid (blue), selling to the grid
(orange), shared self-consumption (own self-consumption plus purchases from the community - green),
and BESS operation (red). Again, we use the results of each reference country to find the values of
the respective cluster of countries, see Equation (2.21). To show the results for Europe as a whole (see
Figure 2.24), all five clusters are added together. Expressed in percent, savings are highest in city and
town settlement patterns, while in absolute terms, the greatest potential for savings is to be found in
rural settlement patterns. Up to 20% less purchases from the grid in town settlement patterns, up to
85% less sales to the grid in city energy communities, up to 70% increase of shared self-consumption
in towns, and finally, up to 50% fewer batteries are required (also in cities).
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Figure 2.24: Impact of ECs on grid purchases, grid feed-in, shared self-consumption, and battery
operation: Europe as a whole
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2.7 Limitations and future extensions

Finally, we would like to point out the limitations of this case study and give an outlook on possible
future extensions that could answer still open research questions. Since our energy community model
FRESH:COM is limited to the electricity sector, a concept incorporating the ideas presented in this
case study (especially individual willingness to pay and dynamic participation) could be created for
holistic energy communities encompassing heating, cooling and other energy-related aspects such as
transport, (waste) water or general waste management. It is also worth taking a closer look at the
contractual agreements between energy communities as legal entities and their members, as the exact
design of contracts depends on legal and regulatory aspects.

There are also a few limitations found in our analysis of the theoretical potential of energy com-
munities in Europe. Based on five reference countries, case study 2 derives the number of energy
communities according to the building stock and settlement patterns (city, town, suburban, and ru-
ral). An accurate data base of the residential building stock is key for this type of analysis. A high
special resolution is desirable to correctly classify areas into settlement patterns. In this case study,
we show results on country level only, then followed by a qualitative upscaling to Europe as a whole.
Downscaling the results to regional level is possible, e.g., under consideration of settlement patterns
and regions depending on the resolution of building stock data.

Participants of energy communities can cut down their annual electricity costs and emissions. Cost
savings correlate with retail electricity prices, i.e. the higher the costs per kilowatt-hour, the higher
the savings, and with the amount of PV electricity generated by the community in total. Due to
an increasing consumption of (clean) PV electricity instead of the national power generation mix,
emissions of prosumers participating in an energy community decrease. An interesting extension of
this work would be to investigate whether ”price cannibalism” plays a role due to the increased amount
of self-consumed electricity, and if investments in PV and battery systems are incentivized.

Our work shows the ”ideal” case with 100% of households in main residencies being energy com-
munity members. This is in contrast to voluntary participation, which is the underlying idea of the
concept of communities of actors. However, based our results, it is easy to derive and analyze different
levels of energy community penetration and to derive an upper bound for welfare gains due to energy
communities in Europe.

The analyses are conducted from the perspective of the energy community and its prosumers, but
not from the energy system point of view. For example, the impact of local energy communities on
(possibly) reduced grid expansion needs is subject to future research. Our study limits each energy
community to a specific settlement pattern, while energy communities across different settlement
pattern types have the potential to further increase benefits for their members due to more diversity
within the actors involved. Supported by the results of this case study describing the impact of
energy communities on prosumers, we can assume that participation in energy communities will help
to advance the energy transition from the perspective of citizens on individual level. In addition,
citizen participation is likely to increase the acceptance of renewable technologies, which will advance
the energy transition as a whole.
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Abstract

Objective of the Case Study

This case study assesses the interplay among several storage technologies and the transmission grid
in providing the flexibility required by the electricity system on its way to being fully decarbonized.
Storage technologies whose flexibility contribution is determined include decentralized electricity
storage within local energy communities (LECs), centralized storage in the form of pumped-storage
hydro, utility-scale batteries, and hydrogen storage.

Scope and main features of the analysis

We address the CS objective by computing how the level of use of the rest of storage technologies
and the expansion and use of the transmission grid is affected by the deployment of LECs within
Norway and Spain. These are two paradigmatic countries due to the level of penetration of RES
generation in them and the level of interconnection between them and the rest of the European
system. In order to assess the impact of LECs on the electricity exchanges between Norway, Spain,
and other countries, the rest of the European system is also represented in our analyses, though with
a lower level of detail. The Norwegian and Spanish systems are represented considering between
8 and 11 grid nodes for each, as well as the energy related technologies deemed to be located in
each of these nodes. Most of the rest of national systems are represented considering a single node.
The time horizon considered for the analysis is 2030, which is the target year when the optimal
operation of the system and expansion of the transmission grid is computed. Representing the
operation of the system with a fine-enough resolution (hourly in our case) is crucial to assess the
role of those technologies providing flexibility in each of several time-frames: 1) daily (utility-scale
battery energy storage), 2) weekly (compressed-air energy storage and hydrogen storage), and 3)
monthly, or seasonally, (pumped-storage hydro and hydrogen storage). Moreover, the variability
of the output of VRES technologies (solar PV, Wind Offshore, and Wind Onshore) also needs to
be represented with a high level of detail, since managing this variability is the main reason to
mobilize flexibility in the system. Local energy communities are deemed to deploy and operate
their energy resources according to the electricity price profile, in order to obtain economic benefits
out of the system operation. Thus, the price profile largely affects the modifications to the net
energy demand (demand net of variable RES output) in each node caused by LECs.

Workflow

The analyses in this Case Study are performed making use of three specialized and detailed models
of the power system: a) EMPS-W, focused on the hydro scheduling, b) openTEPES, focused on the
transmission expansion planning and operation, and c) GUSTO, focused on the deployment and
operation of LECs. The interactions taking place among the models employed to compute results
are illustrated in Figure 3.1. EMPS-W considers a multiplicity of climatic years and computes the
optimal operation of the power system and, specifically, that of hydro resources, as well as the
electricity prices. The operation of hydro technologies and the level of demand, considering it as
elastic, computed by EMPS-W is taken as an input by openTEPES, which computes the optimal
expansion of the transmission grid. This is then fed into EMPS-W to recompute the optimal
operation of the system considering the expanded grid. The, the electricity prices computed by
EMPS-W are used as an input by GUSTO to compute the optimal level of deployment and use
of energy resources, including local storage, within LEcs. Based on these, GUSTO computes the
changes to be made to the net demand profile of LECs, which are fed into EMPS-W, together with
the expansion of the transmission grid computed by openTEPES, to recompute the operation of
the system. After some iterations like this, convergence among the results provided by the three
models is achieved.

Main results

Local energy communities in the two considered countries do not deploy a relevant amount of energy
storage, due to limited price spread in both systems. Thus, the amount of flexibility they mobilize is
also limited. On the other hand, they deploy relevant amounts of local variable generation, largely
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Figure 3.1: Workflow

PV, which tend to produce power in low price periods and, therefore, decrease the price in these
periods. This results in an increase in the price spread among hours and, therefore, an increase in
the need for flexibility of different types (daily, weekly and even seasonal, depending on the context).
The limited amount of storage and flexibility mobilized by LEC is employed to shift energy from
low-price periods to high-price ones and moderately reduce the price in the latter. The deployment
of LECs affects differently the deployment of RES generation in different Norwegian areas. This
causes differences in supply conditions among areas and additional power exchanges among them.
On the other hand, LECs affect similarly the demand and generation pattern in all the areas in
Spain, decreasing the complementarities among them. Then, the use of the transmission grid in
Norway increases slightly due to the creation of LECs, while that of the Spanish transmission
grid decreases moderately. As for the development of the grid, as aforementioned, LECs create a
change in the pattern of flows in the Norwegian grid. Additional network investment are needed
to host the new flows. Within Spain, the deployment of additional RES generation within LECs in
those areas already featuring large amounts of this generation triggers a relevant increase in RES
energy spillages within these areas. Partially avoiding these spillages involves building additional
transmission interconnection capacity among areas. As a consequence, LECs cause an increase in
the amount of transmission network investments both in Spain and Norway.

Future extensions

This work could be extended by considering the optimization of the expansion of storage technolo-
gies together with that of the transmission grid. Besides, the sensitivity of the results computed
w.r.t. the level of penetration of LECs, that of deployment of electric vehicles within LEC, and
that of CO2 and Gas prices, could also be determined.

Public 86



Contents

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.1.1 Overall objective of case study . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.1.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.2 Short summary of models used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2.1 EMPS-W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2.2 openTEPES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2.3 GUSTO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.3 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.3.1 Stochastic Hydro Scheduling and price simulations for climate years . . . . . . 90
3.3.2 Expansion Planning of the European Transmission System . . . . . . . . . . . 91
3.3.3 Deployment of Local Energy Communities in Norway and Spain . . . . . . . . 92

3.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4.1 Overall methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4.2 Case study workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4.3 Linkages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.5 Description of the datasets and how they were created . . . . . . . . . . . . . . . . . . 96
3.6 Results of case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.6.1 Main results computed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.6.2 Main takeaways from the analyses conducted . . . . . . . . . . . . . . . . . . . 101

3.7 Limitations and future extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.8.1 EMPS AND EMPS-W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.8.2 openTEPES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.8.3 GUSTO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

87



D6.2 Case Study Results

3.1 Introduction

Electricity storage is one of the key supporting technologies of the energy transition, as it provides
flexibility and thus is needed to facilitate the integration of renewable generation. Several technologies
could be deployed in this context. Pumped-storage hydro is a mature technology with low investment
costs for relatively large sizes but whose deployment is long and complex (in some cases, impossible).
However, although significant hydro storage and pumped-hydro storage capacities are already installed
in different regions across Europe, there is still potential to invest further and increase these capacities.
In many cases, building new storage is not possible, but upgrades are potentially needed (e.g., adding
a pumping mode to HS plants). Some projects are already on the PCI list (Projects of Common
Interest). The maximum amount of energy that can be stored in the currently existing reservoirs in
some European countries can be summarized as follows (all Numbers in TWh): Norway (85), Sweden
(34), Spain (18.4), Switzerland (8.4), Austria (3.2) and France (9.8) [5]. Norway has hardly any
pumping capacity in its system. However, a recent study has shown that it is possible, considering
current regulations (water flows and reservoir levels), to install about 20 GW in the South-Western
part of the country. Pumped-storage hydropower can contribute to balancing variable wind and solar
power production in UK and Germany/Benelux if the transmission capacities are increased.

On the other side of the spectrum, batteries could offer an alternative to complement hydro
with smaller (often at the scale of a single consumer) decentralized storage, albeit at a higher cost
currently. In addition, the differing sizes of these technologies mean that they can be used at different
time horizons and levels in the system. While pumping stations with large dimensions in energy
content (capacities) could be used to shift loads over weekend periods or even seasons, the smaller
batteries could only be used to store energy for several hours. In addition, smaller batteries would not
be entirely controllable by the system operator and would instead respond to consumers’ needs and
behavior.

As seen, both technologies represent different options for storing electricity and shifting loads
in different periods. On the one hand, batteries have traditionally been associated with smoothing
short-term fluctuations in demand or renewable generation output. Their size is directly related to the
scope of this smoothing: smaller batteries support a single consumer, while larger ones can minimize
the local power excess or deficits of a community over extended periods. Therefore, battery storage
supports the relative independence of prosumers and is linked to the development of decentralized
structures in energy markets. On the other hand, large-scale pumped hydro can be used to balance
renewables at the regional, country, and European levels. These two alternative uses of storage and
schemes of centralization/decentralization will lead to diverging needs for market integration, which
will be reflected in transmission network needs.

3.1.1 Overall objective of case study

This case study aims to assess the role of the following technologies: 1) centralized storage in the
form of pumped-hydro storage, utility-scale batteries, and hydrogen storage, 2) decentralized storage
deployed within local energy communities, and 3) the transmission grid. Some of these technologies can
provide short-term flexibility, others medium-term flexibility, and some others long-term one within
the Norwegian and Spanish systems. To carry out this assessment, we consider both the optimal
level of deployment and use of each technology in the base case, not considering LEC, and how much
the deployment of LECs impact the use of this technology, reflecting its optimal level of deployment,
as well as the deployment of transmission capacity. The specific system variables monitored in this
regard are listed next:

• At the whole European system level: the amount of CO2 emissions, and the amount of capac-
ity deployed and the level of utilization of the interconnectors in each direction (exports and
imports).
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• At the Norwegian and Spanish systems level: the level of production and consumption of each
storage technology, the level of production of generation technologies, the amount of energy
curtailed for VRES technologies (Solar PV, Wind-offshore, and Wind-onshore), the amount of
energy spilled by hydro-storage generation, the level of prices per zone and at country level, the
level of utilization of the national grid, and the amount of transmission capacity deployed within
the national grid.

3.1.2 State of the art

A number of previous studies focus on the potential of LECs for increasing the system’s flexibility
and RES-based generation penetration. However, the specific role LECs should play is still being
assessed, and the trade-offs between them and the rest of flexible technologies are only beginning to
be explored. Furthermore, most LEC studies focus on a relatively small region. Thus, large-scale
benefits remain undetected. In this case study, we represent all the main critical technologies of the
system and compute their operation with a high-enough level of detail so that their combined effects
can be assessed as accurately as possible. The main aspects considered within the analysis conducted,
which make its contributions different from those of previous works, follow:

• Synergies and possibilities for substitution between hydro storage, large-scale batteries, hydrogen
storage, and LEC: both hydro storage technologies and LEC may bring flexibility to the system,
albeit the specific role of each should be assessed to understand the interplay between both.

• Synergies and possibilities for substitution between the grid and LEC: all flexibility options
could potentially compete with each other. As mentioned above, both grid infrastructure and
LEC can provide flexibility. However, determining how both types of flexibility can be best
combined remains largely unexplored territory. This should probably depend on the features
of the system and the type of LECs deployed in it, the network topology, and the network
congestion/bottlenecks. The LECs penetration level could also affect this trade-off.

• The effect of changes taking place at a local (LEC) level on the functioning of the system at bulk
national and regional levels: we consider changes in the level of ambition of LEC deployment
and calculate the impact of these at the national and European level. To be able to calculate
these effects, we model our focus regions, where LECs are deemed to be deployed, in a detailed
manner and represent at a more aggregate level the remainder of the EU power system.

• Contribution of decentralized DERs to the provision of short and long-term flexibility: based
on the previous features of our analyses, we can draw relevant conclusions on the flexibility
contribution of LECs in the several time horizons spanning hours to a year (seasonal flexibility).
In order to appropriately determine the flexibility contribution of LECs in each time horizon,
we accurately represent the operation profile of all the main flexible generation and storage
technologies. Besides, we also employ a detailed model of the transmission network considering
accurately the physics of power flows.

• Representation of the variability of climate conditions across years: to accurately determine the
impact that these should have on the system’s economic operation.
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3.2 Short summary of models used

3.2.1 EMPS-W

This stochastic model is focused on the computation of the detailed operation of the power system in
the medium to short-term considering the main sources of variability of the system conditions, largely
related to the variability of primary energy resources: hydro inflows, but also wind and solar ones
(More details in Appendix 3.8.1).

• Optimal dispatch considering stochastic weather-related variables: wind and solar gross output
and inflows to hydropower reservoirs.

• Manages separately individual water reservoirs computing individual water values.

• Considers aggregate power flow constraints (at corridor level).

3.2.2 openTEPES

This model is focused on the computation of the expansion of the power system in the long term, with
a special focus on the transmission grid (More details in Appendix 3.8.2).

• Network model with detailed granularity.

• Full representation of Kirchhoff laws and network losses.

• Suitable for analyzing the impact of the implementation of specific energy policies on the devel-
opment of the transmission network.

3.2.3 GUSTO

This model is focused on modeling the energy management, including electricity, within local energy
communities featuring the specific system features where they are deployed (More details in Appendix
3.8.3).

• Considers sector coupling (electricity, heating/cooling, and gas) at the energy community level.

• Optimal utilization of small batteries and flexible loads at the prosumer level.

3.3 Assumptions

The study’s main assumptions are related to the simplifications made when defining the detailed input
data sets employed in the analysis of the scenario considered (Techno-Friendly) and when computing
the system expansion planning and operation. When running each model, some abstraction of reality
must be made. Besides, each model has multiple functionalities, some of which are not used for this
case study. The simplifications made when running each specific model are described briefly in the
following paragraphs.

3.3.1 Stochastic Hydro Scheduling and price simulations for climate years

The final results for the operation of the European power system are calculated by the EMPS-W model
[7, 9]. Most of the input data fed into EMPS-W (generation capacities, generation costs) are GeneSys-
Mod results computed for the Techno-friendly scenario. For other input data are based on those from
the Sumeffekt project [1]. For hydropower, a detailed description is considered for Norwegian and
Swedish areas. For other areas, all this hydropower is divided into reservoir hydropower, featuring
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one aggregated reservoir, and run-of-river. The operation of other energy storage types than reservoir
hydropower is optimised for all areas. The following additional storage types are modelled: Pumped
storage, batteries, and hydrogen. Hydrogen storage is considered only for Norway and Spain. For
other countries, the electricity demand to produce hydrogen is modelled as fixed and included within
the electricity demand. Additionally, some generation capacity to produce electricity from hydrogen at
marginal cost is also considered. Weather variability concerning wind, solar radiation, temperatures,
and reservoir inflows, for 57 climate years is simulated. All operating results have the resolution of
56 time-steps per week (3 hour resolution), 52 weeks, and 57 climate years. It is important to note
that EMPS-W does not consider any uses of water that are not related to the generation of electricity.
This means that including some ecological constraints can be particularly relevant for small units (i.e.,
run-of-the-river flows).

3.3.2 Expansion Planning of the European Transmission System

The expansion planning of the European-scaled transmission network in the case study is carried out
using the openTEPES model [8]. The existing network, or starting point in the network expansion
planning analysis, is presented in Fig. 3.2a. The expansion planning is computed only for a target
year (2030). Thus, a static planning approach is adopted. Additionally, a single scenario is considered
when representing the system evolution and the operation conditions. Then, the modelling approach
followed is also deterministic. openTEPES determines the optimal network investment plan comprising
reinforcements to supply the forecasted demand at minimum cost. The expansion plan is based on
decisions that are carried out considering a set of expansion candidates predefined by the user. The

(a) European-scaled transmission network. (b) Map of the e-Highways’ clusters

Figure 3.2: Transmission network and geographical distribution considered within the case study CS3.

expansion candidates comprise high voltage alternating and direct current (HVAC and HVDC) lines
linking any pair of nodes across the European grid. These lines are predefined using the candidate
discovery algorithm proposed in [6] and summarized here, see Algorithm 1. The algorithm identifies
promising candidates based on the differences between the marginal supply costs in the grid nodes
and the corresponding distances. For the promising expansion candidates, the following features are
considered: line length, line capacity, resistance, reactance, voltage level, and investment cost. The
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set of expansion candidates considered is the same for all the openTEPES runs addressed within
the CS. Note that the geographical distribution of the equivalent grid nodes considered in this case
study is based on the node clustering analysis performed in the e-highways20501 project. This involved
classifying NUTS3 regions (NUTS 2021 classification2) according to their features and merging similar
regions making groups of interconnected ones, as can be appreciated in the Fig. 3.2b.

Algorithm 1: Candidate discovery algorithm

Data: Existing transmission network
Result: Reduced set of candidate lines
Initialization: Zero candidate lines (LC=0);
while There is a new candidate line (PCI > 0) do

1. Fix all the candidates as existing lines (LC)

2. Solve the economic dispatch (ED) problem

3. Search promising candidates as shown in [6]

4. Solve the relaxed problem (LP) considering all the promising candidates

5. Solve the discrete reduced problem (MIP)

• It only considers the promising candidates that were invested in the previous step

6. Get the promising candidates who were invested: PCI

7. Add the PCI to the set of candidate lines: LC = LC + PCI

end
Solve the complete discrete problem (MIP). It considers all the promising candidates to get
the final reduced set of candidate lines.

3.3.3 Deployment of Local Energy Communities in Norway and Spain

Here we briefly explain the main assumptions made about the penetration of local energy communities
in Norway and Spain. Methodologically, we build on the studies in [4] and [10]. The main idea is
to build representative types of energy communities based on settlement patterns from the existing
building stock. In this work, we four different ones of communities(city, town, suburban and rural
areas). GUSTO can then be applied to model and analyze local energy communities with the maximum
level of detail possible. GUSTO enables a high resolution in the spatial and temporal dimensions.
However, the clustering algorithm for both dimensions must abstract reality to limit calculation time.
Thus, information on the energy community and at the country level is modeled with a limited level
of detail. This approach has also been used in [2]. The main assumption here is that 15% of the
potential for local energy communities (i.e., 15% of the total number of energy communities) will be
implemented in the target year 2030. Thus, the penetration rate of local energy communities is 15%.
The assumptions made in this case study align with those presented in case study 2, ”Behavior of
communities of actors.” For a detailed description of these assumptions, including quantitative figures,
we refer readers to that case study. In the interest of brevity, we will not provide further elaboration
here.

1See: https://docs.entsoe.eu/baltic-conf/bites/www.e-highway2050.eu/e-highway2050/
2See: https://ec.europa.eu/eurostat/web/nuts/background
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3.4 Methodology

3.4.1 Overall methodology

The analyses are conducted in the 2030 timeframe, i.e., having 2030 as the target year when the
optimal development and operation of the system, and the impact on these of LECs, are assessed.
They are focused on the Techno-Friendly scenario. The geographical scope of our analyses is the
European power system. However, our focus is placed on the Spanish and Norwegian systems, where
the deployment of LECs is considered and whose functioning is represented with a higher level of
detail. These two systems are chosen because they are deemed paradigmatic ones. The two have a
limited interconnection capacity with the bulk European power system. The availability of variable
generation within the Spanish system is very high. Thus, this is expected to be a system with high
flexibility needs. On the other hand, the Norwegian system is expected to host a large amount of
flexible resources. Then, the latter could provide flexibility to the neighboring systems. Computing
how the optimal mix of flexible resources, regarding their deployment and/or use, can be affected by
the installation of decentralized, flexible resources represented by LECs in these two different contexts
is of high interest. Pumped-storage hydro and the transmission grid have already been deployed
to a large extent, while the opportunities to expand them further are limited. On the other hand,
the potential for deployment of local energy communities remains largely unexploited. Using a soft-
linking approach, the methodology involves the combined use of the models EMPS-W, openTEPES,
and GUSTO (described in section 3.2). The case study workflow in the analyses conducted is discussed
in section 3.4.2. As mentioned above, among those scenarios defined within the project, the analyses
are conducted for the Techno-Friendly one. This implies that the development of the power system,
including the amount of capacity deployed by most technologies, is that computed for this scenario
in the global scenario analyses conducted within WP3 of the project. An exception to this is the
capacity of the transmission grid, whose optimal development is determined within our CS analyses
using model openTEPES, and, of course, the level of deployment of LECs, which is defined in our
analysis as an input parameter. Most features of the technologies and relevant input parameters (like
CO2 emission costs and fuel costs) are also made to coincide with those determined for the Techno-
Friendly scenario in WP3. The rest of the data needed to run each model is collected from this own
model database. Within our analyses, the optimal operation of the system and expansion of the
transmission grid is computed both for a base case where LEC are deemed not to be deployed and for
an alternative case where a 15% penetration level is considered for LEC. Then, the use made of each
of the several flexibility sources considered, and, therefore, the optimal mix of amounts of flexibility
mobilized by the several technologies, is determined for each of the two cases. Then, by comparing
the results computed for both cases, the impact of LEC on the use of each flexible technology and the
development of the transmission grid can be computed. A decrease in the use of a certain technology
in the 15%LEC case with respect to that in the base case is an indication that the amount of capacity
built for this technology should probably be lower the larger the penetration of LEC is. We should
bear in mind that the impact assessed is that of the penetration of LEC in Spain and Norway only,
not all over Europe. Thus, the most relevant results are those that have to do with the operation
and development of these two national systems and with the interaction (and the development of the
interconnections) between these two systems and their neighbors.

3.4.2 Case study workflow

This section presents the workflow of the use of models in our CS, as shown in Figure 3.3. The model
EMPS-W calculates the optimal medium-to-short-term operation of the system for a multiplicity of
climate years, which implies solving the hydrothermal coordination problem at the European level,
considering a detailed model for the focus regions (that is, Spain and Norway) and an aggregate rep-
resentation of the remaining countries. Then, the model openTEPES takes as an input the operation
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Figure 3.3: Workflow

of the hydro-related technologies and the estimate of the demand profile produced by EMPS-W for a
specific climatic year that is close to the average, within those considered by EMPS-W. Considering
all the climatic years jointly within the transmission expansion planning problem would be preferable.
However, this is not feasible, given the huge size of the resulting problem. Just a single specific year
can be considered by openTEPES when computing the expansion of the grid. Then, the climatic year
to be considered for this should be as representative as possible of all the remaining ones. This is the
case of those scenarios that are close to the average one. openTEPES computes the optimal expan-
sion of the transmission network needed to provide additional flexibility in the form of an increase
in the level of integration across markets. Subsequently, the new transmission network computed by
openTEPES is fed back into EMPS-W, which recomputes the optimal operation of the system, and
specifically hydro storage, as well as the electricity prices resulting from it. Then, the model GUSTO
is employed to compute the optimal expansion and operation of DERs within LEC, taking as an input
the electricity prices produced by EMPS-W for the same relevant climatic year considered by openTE-
PES. The deployment and operation of DERs within LEC result in some modifications to the demand
level and profile. These modifications are considered for computing the basic demand profile for each
climatic year taken by EMPS-W as an input, together with the latest expansion of the grid computed
by openTEPES, to recompute the optimal operation of the system and prices for each climatic year.
The new demand profile and hydro technologies operation computed by EMPS-W is taken as inputs
by openTEPES to recompute the grid expansion and operation. This whole process, making a full
iteration of runs of the models in the CS, is repeated until convergence is achieved in the results
obtained. Convergence is deemed to be achieved when there are no relevant differences between the
main results (operation computed by EMPS-W, demand changes computed by GUSTO, and network
expansion and operation computed by openTEPES) computed in two consecutive iterations.

Obviously, in the case where LECs are not deemed to be deployed, GUSTO is not used in the
analyses, and each iteration just includes one model run with EMPS-W followed by another one with
openTEPES. In this case, the data exchanged among models only includes the hydro operation and
the expansion of the transmission network.

Table 3.1 identifies the iterations and model runs conducted for the two main threads or cases
(15% LEC and 00% LEC). The full workflow and exchanges of data for the 15% LEC case are also
represented in Fig. 3.3 and 3.4.
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Table 3.1: Sequence of model runs and numbering nomenclature

15% LEC 00% LEC

Iteration 1 Iteration 1’

1 - EMPS-W 1’ - openTEPES

2 - openTEPES 2’ - EMPS-W

3 - EMPS-W

4 - GUSTO

Iteration 2 Iteration 2’

3 - EMPS-W 3’ - openTEPES

6 - openTEPES 4’ - EMPS-W

7 - EMPS-W

8 - GUSTO

Iteration 3 Iteration 3’

9 - EMPS-W 5’ - openTEPES

10- openTEPES 6’ - EMPS-W

11- EMPS-W

12- GUSTO

3.4.3 Linkages

We use the openENTRANCE platform scenario explorer (openENTRANCE database) to manage the
exchange of information among models. First, the common scenario data used by each model that is
available within the dataset produced in the WP3 scenario analyses are uploaded onto the scenario
explorer. Then, the missing data required to run each model is also uploaded on the explorer from the
own databases of the models. To manage the exchange of information among models through the sce-
nario explorer, two kinds of tools are needed: 1) tools for uploading/downloading data onto/from the
scenario explorer, and 2) tools for converting data from each model format to the common openEN-
TRANCE format (which can then be uploaded onto the Scenario Explorer) and vice-versa. These
are used for exchanging information among models according to the workflow to carry out the CS
analyses.

Figure 3.4: Data exchange among models
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3.5 Description of the datasets and how they were created

The specificities of the data exchanged among models are discussed in this section. The workflow
of the case study, determining the type of data to be exchanged, is described in section 3.4.2. To
illustrate the workflow details and how the datasets are exchanged in a general and specific way, we
use Figure 3.4, which displays the dataflow during the case study setup and in the first two iterations
of runs for the thread with 15% LEC.

This figure comprises two parts: a) On the left-hand side, there is a general representation of the
workflow, and b) On the right-hand side, a detailed representation is provided. Some relevant details
from the figure are:

• The common data of the Techno-Friendly scenario to be used by the models are collected from
the openENTRANCE database.

• The three models employed within CS3 make use of some data withdrawn from the openEN-
TRANCE database and from third databases.

• Note that all the data exchanges among models take place through the openENTRANCE
database (Scenario Explorer). There is a common format to be used for the exchange of data,
called openENTRANCE common format, which is described in the nomenclature3.

• There are tools (T#) for data conversion from the data format considered by each model to
the openENTRANCE common format and vice-versa. In addition, these tools also include
functionalities for uploading and downloading data to/from the Scenario Explorer4.

• Dashed lines represent the flow of information.

The datasets can be classified into five types:

• Data withdrawn from the openENTRANCE’s database (Set1), and converted into the data
format considered by each model: EMPS-W (ID1b), openTEPES (ID2b), and GUSTO (ID3b).

• Data withdrawn from each models’ own database (ID1a, ID2a, and ID3a).

• Data corresponding to some results produced by a model that is employed as input data by
another model (Set2, Set3, Set4, Set5, Set6, Set7, Set8, and Set9).

• Data used as input to a model that is available in this models’ format: EMPS-W (ID1c, ID1d,
ID1e, and ID1f), openTEPES (ID2c, and ID2d), and GUSTO (ID3c, and ID3d).

• Data produced as output by a model that is available in this model’s format: EMPS-W (OD1a,
OD1b, OD1c and OD1d), openTEPES (OD2a, and OD2b), and GUSTO (OD3a, and
OD3b).

Each of the relevant datasets is described next:

• Set1: The input data set from the openENTRANCE’s database comprises the following:

– Fuel and CO2 prices

– Operation cost per technology and country

– Electricity demand per country, whose annual values are shown in Fig. 3.5. This case study
focuses on Norway and Spain; their combined value is slightly more than 500 TWh.

3See: https://openenergymodels.net/a-common-format/
4See: https://openenergymodels.net/scenario-explorer/
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Figure 3.5: Electricity demand in TWh/year per country.
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Figure 3.6: Installed generation capacity per country and technology.

– Installed capacities per technology and country, where almost 65% of the installed capacity
corresponds to variable renewable energy (Solar PV and Wind), as can be appreciated in
Fig. 3.6. Within Norway, more than 90% of the installed capacity corresponds to hydro
technologies, while within Spain, almost 80% of the capacity corresponds to Solar PV and
Wind.

All these are parameters corresponding to the techno-friendly scenario (can be obtained from
the openENTRANCE’s database or Scenario Explorer5).

• Set2: Dataset comprising the EMPS-W’s outputs to be used as input data by openTEPES.
The type of data within this dataset are identified next:

– Energy production and consumption (i.e., for Pumped-storage hydroelectricity) of the hydro
generation units.

5See: https://openenergymodels.net/scenario-explorer/
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– Electricity demand

• Set3: Dataset comprising the openTEPES’ outputs to be used as input data by EMPS-W. The
type of data within this dataset are identified next:

– An expansion planning plan for the transmission network comprising HVAC and HVDC
lines making either domestic or international interconnections.

• Set4: Dataset comprising those EMPS-W’s outputs to be used as input data by GUSTO. The
type of data within this dataset are identified next:

– Electricity prices per Norwegian and Spanish area

– Electricity demand

• Set5: Dataset comprising those GUSTO’s outputs to be used as input data by EMPS-W. The
type of data within this dataset are identified next:

– Modified electricity demand considering the demand changes caused by a penetration of
15% of local energy communities (LEC). In Fig. 3.7, the reduction of the peak load levels
can be appreciated even in the weekly average profile of the electricity demand in Norway
and Spain.

(a) Norway (b) Spain

Figure 3.7: Comparison of the average electricity demand in cases with 15% and 0% LEC.

The sets Set6, Set7, Set8, and Set9 are equivalent to Set2, Set3, Set4, and Set5, respectively.

3.6 Results of case study

First, the main results computed in our Case Study are provided and discussed. Then, the main
conclusions, or takeaways, drawn from them are identified.

3.6.1 Main results computed

The discussion of results is divided into those related to the modification of demand caused by LEC,
those that have to do with the system operation, and those related to the system development.

Impact of LEC on Demand

The changes that the deployment of LEC has on demand in each of the two systems can be summarized
as follows: (i) LECs trigger an increase in the amount of PV generation installed in Spain and, at least,
some increase of this in some areas in Norway; (ii) almost no investments in local storage technologies
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take place within LECs, resulting in a limited contribution by them to the flexibility of the system;
(iii) in Spain, LECs trigger the partial electrification of the heat demand. The overall impact of LECs
on the system average demand profile for a typical week is displayed in Fig. 3.7.

Impact of LEC on the system operation

The assessment of the system operation is divided into two parts: one that is related to the use of the
several technologies and another one related to the impact on prices. Regarding the impact of LEC
on the system operation, Table 3.2 shows how the use made storage technologies increase moderately
with the deployment of LEC, both in Spain and Norway. The increase taking place in the use of

Table 3.2: Energy balances for Norway and Spain, GWh/year.

Norway Spain
LEC 0% 15% Delta 0% 15% Delta

Technology

Reservoir (Gross) 140452 140129 -323 27062 27068 6
RunOfRiver (Gross) 0 0 0 3675 3675 0
Wind (Gross) 17418 17418 0 150952 150952 0
PV (Gross) 81 81 0 183640 183640 0
Nuclear 0 0 0 19063 18720 -343
Bio 0 0 0 7241 7182 -59
Other Production 1301 1286 -15 0 0 0
Coal 0 0 0 118 181 64
Oil 0 0 0 1 1 0
CCGT 0 0 0 42196 41877 -319
OCGT 0 0 0 13 17 5

Sum Generation 159252 158914 -338 433961 433314 -646
Hydrogen Discharge 21 22 0 6194 6516 322
Battery Discharge 988 1017 29 2695 2712 17
Pumped Storage Discharge 0 0 0 27500 27859 359

Sum Gross Energy Produced 160262 159954 -308 470348 470401 53
Curtail./Spill. (Gross - Net prod.) 24 28 4 35101 39129 4027
Net Import -23630 -24767 -1137 -24428 -26845 -2417

Available Net Energy 136608 135158 -1449 410819 404428 -6392

Consumption 133969 132467 -1502 356906 349194 -7713
Hydrogen Charge 53 54 1 16262 17108 846
Battery Charge 1137 1171 34 3095 3116 21
Pumped Storage Charge 1451 1466 15 34555 35010 455
ENS (non supplied load) 0 0 0 0 0 0

Total Energy Use 136610 135158 -1452 410819 404428 -6391

storage technologies in Spain with the deployment of LECs tends to be larger than that in Norway
and, while, in Spain, the storage technologies increasing their use to a larger extent are the ones
providing medium-to-long-term flexibility (weekly to seasonal), i.e., hydrogen storage and pumped
storage hydro, in Norway, the storage technology featuring the most relevant increases in its use due
to LECs are the batteries, which are providing short-term flexibility. Within Spain, the extra amount
of PV generation deployed within LECs, which is producing electricity to a larger extent in summer,
coupled with the electrification of heat demand in these communities, mainly existing in winter, gives
rise to large opportunities to shift energy from summer to winter through the use of long-term storage
options. In Norway, the electrification of heat demand is not taking place (heat demand is already
largely arranged through heat pumps), while the deployment of PV generation is far less relevant than
in Spains. This leaves little room for having some extra energy shifts across seasons due to LECs.
Then, the additional electricity production from PV generation occurring in some Norwegian areas is
employed within the same-day timeframe to ease supply conditions in peak hours. The deployment
of PV generation within LECs is resulting in a decrease in the net demand (demand net of local
generation with communities) in the system. Given that the amount of capacity of generation and
storage technologies deployed has been deemed the same when LECs are deployed as when they are
not, and despite the increase in the use made of flexible storage technologies, this decrease in net
demand triggers an increase in the amount of energy spillages (hydro and RES generation based).
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Since the amount of PV generation deployed within communities is much larger in Spain than in
Norway, the decrease in the net demand and the increase in spillages is also much larger in the former.
Together with this, the amount of energy produced by thermal technologies and nuclear in Spain
decreases with LECs. Lastly, due to the decrease taking place in the net demand caused by LECs,
the net exports of both countries, which originally are exporters already, increases. The reader should
note that an increase in the level of use of certain technologies, namely the storage ones, probably
indicates a need to increase the investments taking place for these.

As for the impact of LECs on the use of the transmission grid, we separately discuss the use
of the internal grid within each country and that of the interconnection between each country and
others, see Fig. 3.8. The impact of LECs on the use of the internal grid within Spain differs from
that of LECs on the use of the internal grid within Norway. Within Spain, LECs result in some
extra deployment of PV generation and an increase in heat electricity demand in all the areas. On
the other hand, in Norway, these communities only result in an increase in PV generation in some
areas while the electricity demand is barely affected by them. Besides, small amounts of storage and
other flexibility resources are deployed within the LECs in both systems. Then, in the majority of
periods, all the areas within Spain are similarly affected by the deployment of LECs. This decreases
the complementarities existing among areas, and, therefore, the need to use the transmission grid to
exploit these complementarities. As a result, the use of the Spanish transmission grid is reduced by
the deployment of LEcs. On the other hand, LECs in Norway affect to a larger extent some areas than
others. Those Norwegian areas where PV generation is deployed within LECs are those where there
is already some PV generation. Then, LECs produce an increase in the exchange flows from those
areas where PV generation concentrates to others. This results in a slight increase in the use of the
grid within Norway triggered by LECs. LECs cause a decrease in the demand net of RES generation
in both countries. In periods when a country is exporting electricity, this creates an increase in the
exchange flows. In contrast, in those periods when a country is importing electricity, it creates a
decrease in the exchange flows. Thus, export flows from both countries are increased by LECs, while
import flows are decreased.
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Figure 3.8: Network usage related to Norway and Spain in GWh - 1000 km.

The impact of LECs on the electricity prices, represented in Fig. 3.9, is much larger in the Spanish
system than in the Norwegian one, though in both cases this impact is limited. Within the Spanish
system, the lowest-price periods tend to be those when PV generation is at its maximum, given the
relevance of this technology in Spain. The deployment of PV generation within LECs in Spain results
in additional energy being produced at low-price periods, which results in a decrease in the price in
these periods. At the same time, given the fact that the amount of flexibility deployed within LECs
is small, the shift of energy from low-price periods to high-price ones made possible by this extra
flexibility is also limited. Additionally, some partial electrification of heat demand within LEC in
Spain takes place. All these, taken together, trigger an increase in the price spread among high and
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low-price periods occurring when LECs are deployed. This triggers the mobilization of additional
flexibility already existing in the system to increase the energy shifts among periods. As a result of
all this, the prices in high-price periods also decrease due to LECs, albeit to a lower extent than for
low-price periods.
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Figure 3.9: Average electricity prices for Norway and Spain.

Impact of LEC on the development of the transmission grid

Transmission capacity is developed to host those economic flows that exceed the capacity of transmis-
sion corridors. Within Norway, LECs affect differently the supply conditions in different areas. This
results in changes in the pattern of exchange flows among areas, giving rise to new flows from areas
where PV generation is abundant to others where it is not. Some of these flows cannot be hosted
by the grid. Then, additional network investments within Norway are triggered by LECs. Within
Spain, LECs affect all areas similarly. However, in those areas where an excess of PV generation
already exists, the deployment of LECs further increases this excess and, therefore, the resulting RES
generation curtailments. Avoiding part of this increase in curtailments justifies building extra trans-
mission interconnection capacity between these areas and others. Then, LECs produce an increase in
transmission investments also within Spain. See Fig. 3.10.

Regarding the expansion of cross-border interconnection capacity, as mentioned above, LECs result
in an increase in exports and a decrease in imports for both national systems. Then, if export flows
from Norway, or Spain, to a neighboring country are larger than import flows, LECs trigger an increase
in the maximum exchange flows between both systems and, therefore, an increase in the corresponding
interconnection capacity to be built. On the other hand, if import flows from a neighbor into any of the
two systems are larger than export flows, LECs result in a decrease in the maximum exchange flows
between both systems and, therefore, a decrease in the new capacity of the corresponding corridor to
be built. See Fig. 3.10.

3.6.2 Main takeaways from the analyses conducted

The main takeaways that can be drawn from the analyses conducted follow:

• LECs deployed within two paradigmatic national systems, the Spanish and Norwegian ones, do
not feature relevant amounts of local storage, since limited price spreads in these systems do not
justify such investments.

Public 101



D6.2 Case Study Results

-8

-7

-35

-3

37

76

71

0
805

3,265

1,324 1,358

1,824 1,768

496 435

0

500

1,000

1,500

2,000

2,500

3,000

3,500

4,000

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

0
0

%
L
E

C

1
5

%
L
E

C

ES FR PT NO SE UK DE DK FI NL

ES NO

M
W

-1
0

0
0

 k
m

Figure 3.10: Network investment related to Norway and Spain in MW - 1000 km.

• The changes induced by LECs in the net demand of those consumers whose energy use they
manage largely depend on the features of the system where they are deployed, especially its
decentralized renewable potential. Relevant amounts of local variable generation are deployed
within LECs in all the areas in Spain, exploiting the relevant local renewable potential existing
in this system. These are much smaller in Norway, and unevenly distributed among the areas in
the system, which also results in a much larger decrease in demand triggered by LECs in Spain
than in Norway.

• In those countries with a large decentralized RES generation potential, LECs cause a decrease
in prices in low-price periods, as well as a less significant decrease in prices in the highest-price
periods. Thus, in the aforementioned countries, LECs cause a moderate increase in the price
spread across periods of time, as well as a small decrease in the average level of prices in the
system. The effect of LECs on prices in countries with limited distributed RES generation
potential is negligible. LECs contribute a limited amount of flexibility in both types of systems.
Besides, LECs cause an increase in the excess of primary energy resources available in low-
price periods, especially in those systems with a high distributed RES generation potential, like
Spain. This causes a decrease in prices in these periods. Due to the shift of energy from low-price
periods, and the mobilization of the extra flexibility provided by LECs, the deployment of LECs
also reduces peak prices.

• The use of storage technologies, to exploit the larger spread of prices across time created by LECs,
increases both in Spain and Norway with the deployment of these communities. However, the
impact of LECs in this regard also depends largely on the features of the system concerned.
While, in Spain, the storage technologies increasing their use to a larger extent are the ones
providing medium-to-long-term flexibility, in Norway, the storage technology featuring the most
relevant increases in its use due to LECs are the batteries, which are providing short-term
flexibility.

• The impact of LECs on the level of primary renewable energy spillages and curtailments also
depends largely on the context. LECs tend to increase spillages and curtailments in all systems.
However, these increases are much larger in countries with large distributed generation potential.

• The deployment of LEC tends to result in an increase in the use of the transmission grid (the flows
within it) in those systems where LECs trigger an uneven deployment of distributed generation
within them. In those other systems where the amount of DER deployed within LECs is similar
in all areas, the use of the grid tends to decrease with the deployment of LECs. As for the use
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of interconnections among countries, given that LECs cause a decrease in the net demand in the
system, they normally result in an increase in export flows and a decrease in import flows.

• LECs normally trigger an increase in the amount of transmission capacity built within a system.
This is due to the uneven impact LECs have on the net demand across the areas of some systems,
and to the increase in RES energy curtailments and spillages RES triggers in some other systems.
Regarding the amount of cross-border interconnection capacity built, LECs in a country tend
to create an increase in the capacity of those corridors where export flows from this country are
dominant. On the other hand, LECs tend to decrease the amount of interconnection capacity
built in those corridors where import flows are dominant.

3.7 Limitations and future extensions

Future extensions of the analyses conducted could include the ones that follow:

• The capabilities of the models involved in the CS could be extended to allow the optimal expan-
sion of storage technologies to be computed, including utility scale batteries and those related
to the use of hydrogen for storage, to be computed.

• Sensitivity analyses could be conducted related to several features of the analysis. Some of the
follow:

– the amount of Electric Vehicles deployed within LECs, in order to assess the impact of these.
EVs should increase the demand within communities. The charging strategy considered
could also largely impact the impact of these vehicles.

– the level of CO2 prices, which could be higher (as well as that of Gas prices). Higher CO2
or Gas prices would probably result in larger price spreads and investments in storage in
the LECs (and, probably, also a larger impact of LECs on the overall system functioning).
Simultaneous increases in both CO2 and Gas prices could also be considered.

– the penetration level of LECs, which could be higher or lower.

• Changes in the model workflow could be considered to assess the impact of computing the update
of the grid before that of the system operation, instead of afterwards, as it is being done now.
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3.8 Appendix

3.8.1 EMPS AND EMPS-W

EMPS [9] is an operational model for power systems. It minimizes the total costs of the modelled
system, notably generation costs for thermal power, costs for flexible demand, and for energy not
served. All capacities, e.g. for generation and transmission of power, and energy storages, are inputs
to the model – which can be e.g. the current system or an assumed system of a future year such
as 2030. The minimum time-resolution is one hour. The model run through a set of climate years,
utilizing the corresponding input-data for the stochastic variables in the model – which are wind-
and solar-power variability, hydropower inflow, and temperatures. The geographical coverage varies
depending on the dataset. It could e.g. be the power system of the Nordic area, or whole Europe,
divided into a set of areas that are connected by transmission lines. The model was originally developed
for hydropower optimization, which is important for the Nordic area, and it is used by hydropower
producers, TSOs, regulators, and other stakeholders in the Nordic area. Datasets typically include
a detailed representation of river systems, reservoirs, generators etc. For hydropower, a stochastic
dynamic optimization is needed due to varying hydropower inflows and the possibility to store water
in reservoirs. In a first step (strategy calculation), water-values are calculated by stochastic dynamic
programming. In the second step (simulation), water values are the marginal costs for hydropower
when the model simulate each time-step. For hydropower, the optimized generation per area is
allocated to the individual production modules by the draw down model. Heuristic methods are
involved both for the water-value calculation and by the draw-down model to reduce computational
time. Central outputs include power prices for all time steps within each climate year, water-values,
reservoir levels, production, transmission, and economic surplus for producers and consumers in each
area. If run in investment-mode, the model can optimize installed capacities for a set of investment
options including wind/PV, thermal power generation and transmission lines. A separate version of
the model includes DC power flow and optimal congestion management, accounting for more details
in the transmission grid.

The EMPSW [7] is a power market simulator, similar to the detailed draw down simulator of
the EMPS model. EMPSW has most of the same feature as the detailed draw-down simulation part
of EMPS with two noteworthy differences: 1) While the simulation part of the EMPS is optimising
hydropower on aggregated level and applying heuristics on a detailed level, EMPSW is based on for-
mal optimisation, in the form of Linear Programming problems, representing the power system under
study (with detailed hydropower). 2) The simulation part of the model, EMPS has only weekly values
for reservoir levels and other energy storages. The optimized weekly production is then allocated to
the different within-week time-steps. In EMPSW, energy storage constraints are specified for each
time-step, which allow within-week optimization of included energy storages such as batteries, pumped
storage, and hydrogen storages, depending on the within-week price variability.

3.8.2 openTEPES

openTEPES [8] is a planning model for power systems. It determines the investment plans of new
facilities (generators, ESS, and lines) for supplying the forecasted demand at minimum cost. Tactical
planning is concerned with time horizons of 10-20 years. Its objective is to evaluate the future genera-
tion, storage, and network needs. The main results are the future generation, storage, and transmission
system structure guidelines. In this case study, the openTEPES model presents a decision support
system for defining the transmission expansion plan (TEP) of a large-scale electric system at a tactical
level, defined as a set of network investment decisions for 2030. The user pre-defined the expansion
candidates, so the model determines the optimal decisions among those specified by the user. It auto-
matically determines optimal expansion plans that simultaneously satisfy several attributes. Its main
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characteristics are:

• Static: the model scope corresponds to only one year (2030) with an hourly resolution for the
system operation.

• Deterministic: only one planning and operation scenario that can influence the optimal gen-
eration, storage, and transmission expansion decisions is considered. This operation scenario
is associated with renewable energy sources, energy inflows and outflows, operating reserves,
inertia, and electricity demand.

The objective function incorporates the two main quantifiable costs: transmission investment cost
(CAPEX) and expected variable operation costs (including generation, consumption, emission, and
reliability costs) (system OPEX).

The operation model is a network constrained economic dispatch based on a tight and compact
formulation with a DC power flow (DCPF). It considers different energy storage systems (ESS), e.g.,
pumped-hydro storage, battery, etc. It allows analyzing the trade-off between the investment in
transmission and the use of storage capacity.

The main results of the model can be structured in these topics:

• Investment: investment decisions and cost

• Operation: unit output and aggregation by technologies (thermal, storage hydro, pumped-
hydro storage, RES), RES curtailment, line flows, node voltage angles, ESS inventory levels

• Emissions: CO2 emissions by unit

• Marginal: Locational Short-Run Marginal Costs (LSRMC), water energy value

• Economic: operation, emission, and reliability costs and revenues from operation

• Flexibility: flexibility provided by demand, by the different generation and consumption tech-
nologies, and by power not served

3.8.3 GUSTO

The GUSTO model [10] is an open-source model that optimizes both the energy technology invest-
ment decision (portfolio optimization) and the energy technology dispatch on a local level. It is an
extension of the existing OSM urbs by [3]. The expansion of the model’s framework includes additional
features and functionalities for analyzing local energy systems such as ECs. See the authors’ previous
publication in [11], [10], and recently in [2] for a detailed description of the model’s extension.
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Chapter 4

Case Study 4: Need for flexibility –
sector coupling
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Abstract

Given the ongoing transformation of energy systems towards a climate-neutral and sector-integrated
future, the case study is a sensitivity analysis based on openENTRANCE’s Techno-Friendly 1.5°C
pathway assessing the impact of three crucial determinants for the pan-European energy system
development. These determinants cover electric vehicle charging flexibility in individual road trans-
port sectors, cross-border exchange capacity for electricity trade between national markets, and
prices of renewable hydrogen imports from outside of Europe for end-use demands that cannot be
abated by direct use of renewable electricity. The coupling of the modelling frameworks SCOPE
SD (Fraunhofer IEE) and plan4EU (EDF) together with input data from the GENeSYS-MOD (TU
Berlin) demonstrates that both open and proprietary modelling frameworks can be linked via the
openENTRANCE platform.

The case study shows that hydrogen import prices are responsible for the largest energy system
changes in the climate-neutral system and determines Europe’s energy import dependency. Low
prices lead to higher hydrogen demand and a high share of imports from future global markets.
Higher cross-border exchange capabilities and transport sector charging flexibility have moderate
effects, i.e. they increase the direct use of renewable electricity and reduce the need for indirect
electrification applications (i.e. hydrogen demand). Hydrogen import prices exhibit the strongest
impact on regional electricity price distributions with cross-border trade and electric vehicle flexi-
bility having only smaller effects on the volatility in the distribution tails.

All model-based analyses have to make assumptions when building the models and determining
their parameters. The limitations of this case study include the representation of gas infrastruc-
ture, i.e. only pan-European fuel markets are considered without infrastructure restrictions, and
pathway-dependencies are also only indirectly considered through openENTRANCE’s storyline
pathways. Moreover, the Techno-Friendly 1.5°C scenario features reduced electricity end-use de-
mands for the conventional sectors (industry and households) when compared to other scenarios,
e.g. the Ten Year Network Development Plan 2020 [1].

On a more general note, the linking of an integrated energy system model and power-sector-
focused model provided additional insights. When combining integrated energy system models with
power-sector-focused models, it is important to be aware of the interactions that are endogenous
decisions in the integrated energy system model but become exogenous decisions in the power-
sector-focused model. For instance, is the electrolyser demand considered as a fixed demand without
or as flexible demand with a marginal value of hydrogen production — this will ultimately have
impacts on the observed clearing prices in the modelling frameworks [2], [3].

A prominent challenge is the broadening integration of sectors, commodities, and markets, as
well as more regional perspective required for the actual transformation of the system, which, in
combination, increase both the complexity and uncertainty. Avenues for future research, therefore,
include scalable planning approaches and their application to determine robust transformation
pathways for the energy system development in Europe.
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4.1 Introduction

In light of accelerated climate neutrality policies and a new lack of clarity, this case study investigates
crucial determinants for the system development towards a clean energy system in Europe. The case
study assesses the impact of system flexibility provided by the increasing integration and interaction of
sectors at the pan-European level. While the case study initially set out to analyse available flexibility
from individual road transport sectors, the scope was broadened during the openENTRANCE project
to provide comprehensive coverage and a quantified assessment of the variety and range of future en-
ergy system configurations. Besides the transport sector flexibility offered by flexible electric vehicle
charging, the extended case study scope incorporates sensitivities of available cross-border exchange
capacities and renewable hydrogen (H2) import prices from outside of Europe as two additional cri-
teria for the system development. For the model-based analysis, the case study setup combines two
separate models, a cross-sectoral capacity expansion planning model for developing integrated energy
system scenarios in Europe (SCOPE SD, developed and maintained at Fraunhofer IEE) and a power-
sector-focused unit commitment and market simulation model for European power markets (plan4EU,
developed and maintained at EDF).

4.1.1 Overall objective of case study

Given the ongoing transformation of energy systems towards a climate-neutral and sector-integrated
future, the case study objective is to asses the impact of three crucial determinants for the pan-
European energy system development. These determinants cover (1) electric vehicle charging flexibility
in individual road transport sectors, (2) cross-border exchange capacity for electricity trade between
national markets, and (3) prices of renewable H2 imports from outside of Europe for end-use demands
that cannot be abated by direct use of renewable electricity. To that end, the case study simulates
the expansion and operation of the pan-European energy system with the SCOPE SD and plan4EU
modelling and optimisation frameworks.

The SCOPE SD model simulations feature a high sectoral and temporal resolution and a medium
spatial resolution, i.e. sub-country regions for France and Germany as two major economies, and
country-level resolution for the rest of Europe. Plan4EU focuses on the electricity sector with a high
temporal and spatial resolution (sub-country regions), including models for aggregated distribution
network constraints. SCOPE SD and Plan4EU are linked together via the openENTRANCE platform
to run Plan4EU simulations based on inputs produced by the SCOPE SD modelling framework.

Case study characteristics and premise:

• Low-carbon energy systems in Europe need to be based on cross-sectoral integration to meet
climate protection goals, i.e. electrification where possible and economically viable and indirect
electrification (electrolytic H2 or derived fuels) for hard-to-abate end-use demands.

• Cost-efficient coupling of the power with heat and transport sectors implies additional demands
for renewable electricity but integrating technologies at the interfaces between those sectors may
also provide a valuable source of flexibility

• Multiple studies have been carried out on a one-node-per-country level – but how does the
integration of cross-sectoral technologies play out in the local but interconnected domain?

• Flexibility considerations also focus on the consumer behaviour perspective, by investigating a
different willingness to provide flexibility for electric vehicle owners.

4.1.2 Case study challenges

By analysing the impact of a high electric vehicle penetration on the low-carbon electrical systems in
Europe, the case study addresses an important challenge of increasing sectoral integration that can
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be characterised as follows:

• Comprehensive analysis of the impact on the electrical system of a high penetration of electric
vehicles (allowing or not flexible charging) under the consideration of local/regional feasibility
and dynamical constraints

• Explicit representation of vital cross-sectoral links and flexibility potential for low-carbon energy
pathways, particularly hybrid technology configurations for industry, heat, and transport sector
demand applications.

• Extending the one-node-per-country focus to better spatial granularity required to evaluate how
flexibility plays out in the more detailed regional domain.

• Accounting for willingness to provide flexibility with a sufficient number of transport sector
option instances to capture full technology range (niche applications).

• Concurrent analysis of hourly time-series data for multiple signals from the power sector (e.g.
wind, solar PV, electricity demand, hydro inflow), building and industry heat sector (e.g. heat
demand, heat pump coefficient of performance (COP) profiles), as well as the transport sector
(e.g. transport demands, potential charging power, battery state of charge (SOC) limits).

• Providing regional data for German and French market areas by defining consistent market areas
for power grid and other sector coupling technologies.

4.2 Short summary of models used

First, pan-European reference scenarios will be implemented from the GENeSYS-MOD in both model
environments to determine further assumptions necessary for the detailed case study. Simulations will
then be performed with SCOPE SD, including sensitivities regarding the share of flexible charging
in all or selected European countries (i.e. uncontrolled versus system-friendly charging behaviour).
Then, the flexibility information from SCOPE SD will be integrated into the plan4EU modelling
framework to run more detailed simulations regarding the electricity sector. The approach is to run
the SCOPE SD model focusing on the national level except for Germany and France where seven
and fourteen nodes are included to represent sub-regions, and use these aggregate results as input for
the Plan4EU model. In a second step, the Plan4EU model processes and disaggregates the country-
specific input data to then perform the electricity market simulations in the more detailed regional
domain. By increasing the spatial resolution in terms of multiple bidding zones per country, some
limitations regarding internal transmission grid effects could be alleviated. A more detailed spatial
resolution allows for a more accurate aggregation (i.e. not to the national but only regional level) of the
transport sector flexibility parameters. The Plan4EU model can use the results from the SCOPE SD
model with better assumptions on local potentials for flexibility in a second run. As a consequence, the
two versions of running the models can be compared to provide insights into the impact of decentralised
flexibility of electric vehicles on the grid and expansion planning. Further aspects to investigate in
optional analyses include a refined modelling approach of the power flow in the Plan4EU model, i.e.
using a DC power flow approximation instead of a transport model (NTC). Another aspect focuses
on the capacity limits between distribution and transmission network, which is particularly relevant
since large shares of renewable power generation as well as electric vehicle charging is connected to
the distribution grid level.

4.3 Assumptions

The main input for this case study relay on the Techno-Friendly 1.5°C scenario from the openEN-
TRANCE story-lines, see in the report 3.2 [4]. The assumption on the development of transmission
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capacities between the European countries are based on the results of the eHighway2050 project, see
[5], [6]. The exogenous import price for green H2 is based on the PtX Atlas, see [7], [8]. Figure 4.1
shows the combination of the three dimensions resulting in eighth scenarios for the model runs. Fo-
cusing on transport sector flexibility, cross-border integration, and H2 import prices, the case study
simulates the expansion and operation of pan-European energy systems in the two rather extreme
shaping of every dimension. The electric vehicle flexible options are either 10 or 90 percent of all
electric vehicles can charge optimal in the market in 2050, which is assumed to be are all passenger
cars, see [4] Techno-Friendly 1.5°C. For the cross-border exchange capacities the higher scenario is
based on the expansion until 2050 along the “Large Scale RES” scenario of the eHighway2050 project,
see [5], while the lower scenario is based on the starting grid 2030. The higher H2 import price is based
on the world wide analyse of the PtX Atlas, see [7] as a mean import price for green H2. The lower
H2 import price is based on openENTRANCE’s Techno-Friendly 1.5°C storyline, which is considered
as a very low price.

Sensitivities (low and high)Criteria

Import price
for hydrogen (H2) 
from global markets 

Share of electric vehicles (EV)
with a flexible charging policy

Cross-border electricity 
exchange (XB) capacity

Low hydrogen import price (H2↓) High hydrogen import price (H2↑)

Low electric vehicle
charging flexibility (EV↓)

High electric vehicle
charging flexibility (EV↑)

Low cross-border exchange 
capacity expansion (XB↓)

High cross-border exchange 
capacity expansion (XB↑)

45.1 EUR/MWhth (~1.5 EUR/kg LHV) 85.0 EUR/MWhth (~2.82 EUR/kg LHV)

10% of all electric vehicles (BEV, PHEV, REEV) 

allowed to charge in a system-friendly manner

Europe 229.9 GW (w/o internal) 

DEU 108.2 GW (internal only)

FRA 133.3 GW (internal only)

90% of all electric vehicles (BEV, PHEV, REEV) 

allowed to charge in a system-friendly manner

Europe 118.5 GW (w/o internal) 

DEU 101.1 GW (internal only)

FRA 110.2 GW (internal only)

Figure 4.1: Low and high realisations of the investigated system development determinants, i.e. trans-
port sector flexibility, cross-border exchange integration, and H2 import prices, own illustration.

Following Figure 4.1, eight different scenario variants are analysed:

• XB↓ EV↓ H2↓: low cross-border exchange capacities, low transport sector flexibility, low H2

import price.

• XB↑ EV↓ H2↓: high cross-border exchange capacities, low transport sector flexibility, low H2

import price.

• XB↓ EV↑ H2↓: low cross-border exchange capacities, high transport sector flexibility, low H2

import price.

• XB↑ EV↑ H2↓: high cross-border exchange capacities, high transport sector flexibility, low H2

import price.

• XB↓ EV↓ H2↑: low cross-border exchange capacities, low transport sector flexibility, high H2

import price.

• XB↑ EV↓ H2↑: high cross-border exchange capacities, low transport sector flexibility, high H2

import price.
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• XB↓ EV↑ H2↑: low cross-border exchange capacities, high transport sector flexibility, high H2

import price.

• XB↑ EV↑ H2↑: high cross-border exchange capacities, high transport sector flexibility, high H2

import price.

4.4 Methodology

4.4.1 Overall methodology

The methodology in this case study consist of two modelling frameworks.

4.4.2 SCOPE SD modelling and optimisation framework

The pan-European cross-sectoral capacity expansion planning framework SCOPE SD is a bottom-
up techno-economic partial equilibrium model. Figure 4.2 illustrates the structure, components, and
typical in- and output data of SCOPE SD (upper section) including the interactions of technology
options (lower section) in the corresponding markets or policy instruments (middle section).

Europe (EU27 + CH / NO / UK – MT / CY)

Objective is to
minimise investment and 

system operation cost

subject to compliance with

climate protection targets

full consecutive year, 

hourly resolution (8760h)

historical climate reference years

Linear Optimization Model (LP)

◼ Optimised power generation mix

◼ Optimised heat generation mix

◼ Optimised transport mix

◼ Energy framework and installed capacities

◼ CO2 emission price(s)

◼ …

Output data

◼ Fuel costs (conv. & synthetic renew. import)

◼ Technology costs

◼ Potentials and restrictions

◼ Energy sector demand time series

(power, heat, industry, transport)

◼ Technology-specific time series

(wind, solar, natural inflow, COP, solar thermal, …)

Input data

Markets

Electricity markets
(wholesale day-ahead &

cross-border exchange)

Heating/cooling markets
(various building types and 

temperatures)

Fuel markets
(national / international, global 

import of fossil / renew. carriers)

Transport demands
(private, commercial, heavy goods)

Technology options

Wind, Solar Energy storage Electrolyzer / P2G BEV PHEV / REEV

Hydro power (Multivalent) CHP system Cooling process Boiler (Hybrid) Electric truck

Condensing Plant Power-to-Heat (Hybrid) Heat pump Solar thermal Geothermal

CO2 markets
(national / international, 

sector-specific, ETS, non-ETS)

Figure 4.2: Schematic overview of the pan-European cross-sectoral capacity expansion planning frame-
work SCOPE SD, own illustration. Note that the different dot colours of the technology options
indicate the (multi-fold) participation of technology options in the corresponding markets or policy
instruments.

The modelling and optimisation framework develops coherent long-term low-carbon energy system
scenarios for Europe for a given target scenario year in the future. By minimising the generation,
storage, and cross-sectoral consumer technology investment and system operation cost, this large-
scale linear programming (LP) approach has representations for the traditional power system as well
as for all relevant bi- and multivalent technology combinations at the sectoral interfaces with the
building, industry, and transport sectors.

Each market area, i.e. every country in Europe, is represented by one node. All units (genera-
tion, storage, and cross-sectoral demand technology options), their most important parameters (costs,
potentials, and operational characteristics), and their relevant interactions between each other are
modelled in hourly resolution. By explicitly modelling national and pan-European fuel markets, it
is possible to distinguish between the use of fossil fuels, on the one hand, and synthetic renewables,
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on the other hand, which are either imported from outside of Europe or produced domestically. In
order to account for climate neutrality in future scenarios, national and international greenhouse-gas
emission budgets are implemented as a driving force behind investments in low-carbon technologies.

Recent mathematical formulations and applications of SCOPE SD can be found in [2], [3], [9]–[11].
Therefore, only the formulations of the objective function and of the key constraints of the underlying
optimisation model are given below.

4.4.3 Case study workflow

The results from GENeSYS-MOD are taken from the openENTRANCE platform as input for the
SCOPE SD model. This includes the final energy demand for all power sector coupling technologies,
covering the transport, building and industry sector. SCOPE SD than optimises the installed capacity
of the power and heating sector for the target year 2050 in hourly granularity. In the end the plan4EU
model analyses the dispatch by performing an unit commitment.

4.4.4 Linkages

The linkages in this case study is from the GENeSYS-MOD via the platform to SCOPE SD and from
SCOPE SD to plan4EU, partially through the platform. Structural output data from SCOPE SD
were in the IAMC format and unloaded to the platform, while time series result data were exchanged
directly between the two models. Figure 4.3 describes the linkage and the case study workflow.

2
. 

st
e
p

Scenario 
Framework
(GENeSYS-

MOD)

2
0
2
0

2
0
3
0

2
0
5
0

SCOPE Scenario Development

plan4EU

◼ Static deterministic partial equilibrium techno-
economic bottom-up mathematical optimization 
model

◼ Cross-sectoral Capacity Expansion Planning (CEP)
◼ With/ without expansion decisions (pure system 

operation model/ or only sector-specific expansion)

◼ SSV+EUC plan4EU models (stochastic optimization)
◼ Without expansion decisions
◼ Electricity sector

◼ EU27+NOR/CHE/UK
◼ One node per country
◼ Subnational regions for 

Germany and France
(based on eHighWay2050 
network clusters)

◼ Full-year (historical 
meteorological year)

◼ Hourly resolution
◼ Only single scenario years 

(no pathway)

Model Model type and problem Spatial focus Temporal focus

◼ EU27+NOR/CHE/UK
◼ Regional resolution

◼ Full-year (historical 
meteorological year)

◼ Hourly resolution
◼ Only single scenario years 

(no pathway)

Focus on increased 
regional resolution in 

core regions of 
Germany and France

Single-stage focus of 
both models matches 

well

Deterministic vs. 
stochastic approach

EU

“Techno 
Friendly”

1
. 

st
e
p

Sensitivity analyses

Figure 4.3: Methodological approach involves linking IEE’s SCOPE SD and EDF’s plan4EU modelling
frameworks via the openENTRANCE platform to use its Techno-Friendly 1.5°C pathway as a basis,
own illustration.

4.5 Description of data sets and how they were created

The input data sets for SCOPE SD, which are on a country level, were regionalised for Germany and
France. To divide Germany in seven and France in 14 sub-regions, the definition of the eHighway2050
project [6] were used. Figure 4.4 and Figure 4.5 show the geographical details of the SCOPE SD
input data. All in all 39 market areas were considered, including seven in Germany and 14 in France.
Figure 4.4 shows the regionalisation of the conventional electricity demand, the renewable production
potentials and capacity factors, the time-dependent coefficients of performance for heat pumps, the
potential for centralised and district heating solutions and the hydropower input data.

Public 114



D6.2 Case Study Results

Geographical coverage
EU27 + NOR / CHE / GBR

- EST / LTU / LVA

- HUN / ROU / BGR / HRV

- GRC / CYP / MLT

Reductions required 

due to computational

tractability issues

Meteorological year 2012 with highest “Dunkelflaute” index (TYNDP 2022)

Figure 4.4: Geographical coverage with increased focus on grid regions in Germany and France

The transport sector is divided into individual transport and heavy-duty transport, see Figure 4.5.
For the regionalisation of the individual transport sectors, Eurostat was used as data source [12].
The achieved number of cars per region was divided through the total amount of cars per country
to get a relative distribution key for the individual transport sectors, which can be applied to the
existing input data for the SCOPE SD modelling framework. For the heavy-duty transport sector
and its corresponding input data, a spatial distribution for Germany was available from data surveyed
by automatic permanent counting stations on motorways and federal roads [13]. France was split
according to the length of highways per region and the information as to which toll company the
street belongs. Then, for the companies the numbers for the freight transport were at hand [14], [15].

                                

          

           

           

           

           

           

            

             

                       

                             

Figure 4.5: Results of the transport sector regionalisation for Germany and France, own illustration
based on own computations.

4.6 Case study results
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4.6.1 Impacts on pan-European system development and electricity prices

The results focus on two aspects. On the one hand on the resulting electricity balance of the optimised
integrated energy systems at the European level to highlight the largest system development impacts.
On the other hand the wholesale market clearing price distributions expose the impacts of low and
high materialisations of future transport flexibility, cross-border exchange, and H2 import prices. Here
follows the main results from the case study:

• Case study is a sensitivity analysis based on openENTRANCE’s Techno-Friendly 1.5°C pathway,
looking into low and high materialisations of future transport flexibility, cross-border exchange,
and H2 import prices

• Coupling of GENeSYS-MOD (TU Berlin) SCOPE SD (Fraunhofer IEE) plan4EU (EDF) demon-
strates that both open and proprietary modelling frameworks can be linked via the openEN-
TRANCE platform

• H2 import price is responsible for the largest energy system changes in the climate-neutral system
and determines Europe’s energy import dependency – low prices lead to higher H2 demand and
high share of imports from global markets

• Higher cross-border exchange capabilities and transport sector charging flexibility have mod-
erate effects, i.e. they increase direct use of renewable electricity and reduce need for indirect
electrification applications (i.e. H2 demand)

• H2 import prices exhibit strongest impact on regional electricity price distributions –Cross-border
trade and electric vehicle flexibility rather affect the volatility in the distribution tails

• Techno-Friendly 1.5°C scenario features reduced electricity end-use demands for conventional
sector (industry and households), e.g. about 900 TWhel/yr less than in parallel scenarios – other
issues to follow-up on are German offshore deployments

• General limitations include gas infrastructure representation (only pan-European fuel markets
considered w/o infrastructure) and pathway dependencies (partly alleviated through openEN-
TRANCE’s pathway development)

To substantiate the impacts on the European electricity system and markets, Figure 4.6 shows the
optimised (net) electricity generation balances in Europe. For each scenario, the absolute figures in
TWhel/yr are given in Figure 4.6(a) while Figure 4.6(b) indicates the absolute and relative changes in
the various scenarios compared to XB↓ EV↓ H2↓. Note that the XB↓ EV↓ H2↓ scenario is considered
as the reference scenario, which all other scenarios are compared against.
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Figure 4.6: Electricity generation balance in Europe for each considered scenario variant, own illus-
tration based on own calculations.

The results show that a high H2 import price leads to increased renewable build-outs due to wide
electrification of end-use demands and domestic H2 production. Low cross-border integration and low
H2 import prices drive up H2-based thermal generation, affecting both CHP and non-CHP thermal
units. With reduced flexibility from electric vehicle charging, thermal production increases even more.

Besides the European electricity generation balance, it is also worth looking into the capacity
expansion decisions for each scenario in Figure 4.7. Again, for each scenario, the absolute figures in
GWel are given in Figure 4.7(a) while Figure 4.7(b) indicates the absolute and relative changes in the
various scenarios compared to XB↓ EV↓ H2↓.
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Figure 4.7: Electricity generation capacities in Europe for each considered scenario variant, own
illustration based on own calculations.

Similar to Figure 4.6, H2 import prices demonstrate the strongest effect on European electricity
generation. For renewable generation, changes directly correspond to the optimised capacity expansion
decisions.

Public 117



D6.2 Case Study Results

Given the case study setup and indicated by the results from Figures 4.6 and 4.7, a key question
is the origin of H2 or derived renewable fuels in the modelled market areas, i.e. the trade-off between
importing green H2 from outside of Europe and producing green H2 with domestic electrolysers.
Figure 4.8 shows the annual H2 production and import balance for the considered energy system
in Europe. For each scenario, the absolute figures in TWhth/yr are given in Figure 4.8(a) while
Figure 4.8(b) indicates the absolute and relative changes.
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Figure 4.8: Domestic hydrogen (H2) production by region and H2 imports from outside of Europe for
each considered scenario variant, own illustration based on own calculations.

The balances of annual domestic H2 production and imports make the observed impacts on elec-
tricity generation levels and the capacity investments in Figures 4.6 and 4.7 explicit. The model
responses to the considered low and high realisations of a future H2 import price show that it is a
very sensitive parameter for the future system development. It decides whether Europe relies on the
domestic production of electricity-based H2 or imports from outside of Europe become a vital option.
With high import prices, all direct electrification options are drawn by the model, reducing the overall
demand for H2. Cross-border electricity exchange capabilities and more flexible transport sector lead
to a more efficient energy system, reducing the overall H2 consumption.

Figures 4.9 and 4.10 show the market clearing price results obtained from the individual SCOPE
SD model runs for Germany and France, respectively. Note that the dual variable of the market
clearing constraint is used as a proxy for the electricity clearing price.
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Figure 4.9: Market clearing price distributions for the German sub-regions in all eight considered
scenario variants, own illustration based on own computations.
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Figure 4.10: Market clearing price distributions for the French sub-regions in all eight considered
scenario variants, own illustration based on own computations.

Germany’s wholesale market clearing prices show substantial impacts of high H2 import price
scenarios. The volatility primarily depends on the availability of cross-border exchange capacity.
Flexible charging of electric vehicles in the transport sectors only plays a secondary role. French
prices show a more heterogeneous picture with similar impacts of different criteria. The observed
prices are generally lower than German prices. In the Northeastern regions of France, it can be seen
that prices from neighbouring bidding zones permeate the French market areas.

4.6.2 Focus on the electrical system operation

In this section, plan4EU is used to more precisely assess the impact of the different considered variants
on the operation of the European electrical system in terms of

• Energy generated per type of technology globally at the European level and more precisely for
each zone (region or country);
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• Marginal costs for each zone;

• System costs globally at the European level and more precisely for each zone.

We consider more specifically the two extreme cases XB↑EV↑H2↑ and XB↓EV↓H2↓. For each of these
two variants, we consider an alternative variant without EV flexibility, meaning that the EV demand
is not optimized by plan4EU model but set to the value previously optimized by SCOPE SD model.
Finally, this results in considering the four following variants

• XB↑EV↑H2↑;

• XB↑EV0H2↑ similar to XB↑EV↑H2↑ except that there is no EV flexibility;

• XB↓EV↓H2↓;

• XB↓EV0H2↓ similar to XB↓EV↓H2↓ except that there is no EV flexibility.

Impact of EV flexibility on the operation of the electrical system

In this section, we analyse the impact of using EV flexibility on the management of generation and
storage assets. On Figure 4.11 and respectively on Figure 4.12, we have reported for each season and
for each type of technology, the average variation of energy injected in the European grid implied by
the use of EV flexibility in the variant XB↑EV↑H2↑ (resp. XB↓EV↓H2↓) compared to the reference
XB↑EV0H2↑ (resp. XB↓EV0H2↓) as a percentage of the total energy generated over the year 2050 in
the reference case XB↑EV0H2↑ (resp. XB↓EV0H2↓). We can observe that the variations are slightly
greater in spring and summer than in autumn and winter. Besides, the use of EV flexibility allows to
increase the integration of photovoltaic energy and decrease the quantity of lost load while it reduces
the use of small storage units (including batteries and hydro pumps).
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Figure 4.11: Variation of European energy generated per technology with EV flexibility in XB↑EV↑H2↑
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Figure 4.12: Variation of European energy generated per technology with EV flexibility in XB↑EV↑H2↑

On Figures 4.13 and 4.14 these results are specified for Germany and France. We can again observe
that variations are always more important in spring and summer than in autumn and winter. On the
other hand, the imports are reduced. It seems that the impact of EV flexibility allows above all to
absorb more photovoltaic energy and to reduce the need for small storages and importations.
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Figure 4.13: Variation of Germany energy generation per technology with EV flexibility
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Figure 4.14: Variation of France energy generation per technology with EV flexibility

We have re-conducted the same study with a refined regional model for France and Germany:
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instead of using a single node for each country, we have used a node per region of each country.
We can observe on Figures 4.15 and 4.16 that the results are qualitatively similar but slightly more
pronounced showing that the refined model allows to assess a better value of EV flexibility for the
electrical system.
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Figure 4.15: Variation of France energy generation per technology with EV flexibility using a refined
regional model for Germany and France
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Figure 4.16: Variation of Germany energy generation per technology with EV flexibility using a refined
regional model for Germany and France

We analyse the impact of EV flexibility on marginal costs, calculated as the dual variables of the
supply-demand equilibrium constraint for each hour of the year 2050 and for each of the 37 simulated
chronicles considered by plan4EU representing uncertainties on demand, renewable generation and in-
flows in year 2050. We focus on Germany and France in the specific case XB↑EV↑H2↑ vs. XB↑EV0H2↑
but the results obtained for the other case (XB↓EV↓H2↓ vs XB↓EV0H2↓) are similar. We computed
the average marginal cost over the 37 simulated chronicles and the associated dispersion with and
without EV flexibility. The use of EV flexibility allows, on the one hand, to flatten the trajectory of
marginal costs, in particular by reducing the spikes, on the other hand, to reduce the dispersion of
the marginal costs over the 37 chronicles of uncertainties .

Impact of hydrogen prices on the operation of the electrical system

In this section, we analyse the impact of import prices of H2 on the management of generation and
storage assets by comparing the two variants XB↑EV↑H2↑ and XB↓EV↓H2↓. On Figure 4.17, we have
reported for each season and for each type of technology, the average variation of energy injected in
the European grid by comparing the variant XB↑EV↑H2↑ w.r.t. XB↓EV↓H2↓ taken as a reference, as
a percentage of the total energy generated over the year 2050 in the reference case XB↓EV↓H2↓. As
expected one can observe that the higher prices of H2 implies a reduction of thermal plants production
which is compensated by a better integration of renewable production.
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Figure 4.17: Variation of European energy generated per technology in XB↑EV↑H2↑ w.r.t. the refer-
ence XB↓EV↓H2↓

Concerning marginal costs, we obtain that a higher price of H2 implies an upper translation of
marginal costs. Finally, on Figure 4.18 we have reported for each considered country, the averaged
variation of operational costs implied in year 2050 by the variant XB↑EV↑H2↑ compared to the variant
XB↓EV↓H2↓ considered as a reference. The average is computed over the 37 chronicles considered
in plan4EU to represent uncertainties on demand, renewable generation and inflows in year 2050.
This cost variation is expressed as a percentage of the operational cost obtained for each country
with respect to the reference. Globally, at the European level, we observe surprisingly a decrease
of operational costs induced by higher import H2 prices. This is due to investment decisions in the
capacity mix, made in the variant XB↑EV↑H2↑ allowing to avoid using H2 plants.
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Figure 4.18: Percentage of variation of variable costs per country between variant XB↑EV↑H2↑ and
the reference XB↓EV↓H2↓ relatively to the variable costs obtained for each country in the reference
variant

Besides, the effect is different for each country depending on the evolution of the gas units in-
stalled capacity (provided by SCOPE SD model) between the reference XB↓EV↓H2↓ and the variant
XB↑EV↑H2↑ as reported on Figure 4.19 and 4.20. First, we should emphasise that operational costs
in Scandinavia are very low (due to the high share of hydro) so that an increase of operational costs
close to 200% is not so important in absolute value. Moreover, in Scandinavia the gas units installed
capacity decreases slightly compared to Germany for instance implying that the variable costs related
to energy produced in Scandinavia are much more exposed to the H2 price explaining why we observe
such an increase. This interpretation is confirmed by the energy flows reported on Figure 4.21.

Figure 4.19: Installed capacities for the variant XB↓EV↓H2↓ (reference)
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Figure 4.20: Installed capacities for the variant XB↑EV↑H2↑

Figure 4.21: Average energy flows for the reference XB↓EV↓H2↓ (on the left graph) and for variant
XB↑EV↑H2↑ (on the right graph)

4.7 Summary

Given the ongoing transformation of energy systems towards a climate-neutral and sector-integrated
future, the case study is a sensitivity analysis based on openENTRANCE’s Techno-Friendly 1.5°C
pathway assessing the impact of three crucial determinants for the pan-European energy system de-
velopment. These determinants cover electric vehicle charging flexibility in individual road transport
sectors, cross-border exchange capacity for electricity trade between national markets, and prices of
renewable hydrogen imports from outside of Europe for end-use demands that cannot be abated by
direct use of renewable electricity. The coupling of the modelling frameworks SCOPE SD (Fraunhofer
IEE) and plan4EU (EDF) together with input data from the GENeSYS-MOD (TU Berlin) demon-
strates that both open and proprietary modelling frameworks can be linked via the openENTRANCE
platform.

The case study shows that hydrogen import prices are responsible for the largest energy system
changes in the climate-neutral system and determines Europe’s energy import dependency. Low prices
lead to higher hydrogen demand and a high share of imports from future global markets. Higher
cross-border exchange capabilities and transport sector charging flexibility have moderate effects,
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i.e. they increase the direct use of renewable electricity and reduce the need for indirect electrification
applications (i.e. hydrogen demand). Hydrogen import prices exhibit the strongest impact on regional
electricity price distributions with cross-border trade and electric vehicle flexibility having only smaller
effects on the volatility in the distribution tails.

Numerical results of both modelling frameworks emphasise the crucial role of flexibility in the
transition to a climate-neutral energy system. By modelling the cross-sectoral interactions in high
detail, it is shown that different types of operational flexibility play different roles in the system.
More specifically, we see that the impacts on the system development choices, unit dispatch, and the
resulting electricity prices are strongly influenced by the multi-fuel flexibility and, less so, by the direct
temporal flexibility [11]. When combining integrated energy system models with power-sector-focused
models, it is important to be aware of the interactions that are endogenous decisions in the energy
system model but become exogenous decisions in the power-sector-focused model. For instance, is
the electrolyser demand considered as a fixed demand without or as flexible demand with a marginal
value of hydrogen production — this will have impacts on the observed clearing prices in the modelling
frameworks [2], [3].

4.8 Limitations and future work

In the analysis, we made a number of assumptions that may partly affect our results. The limitations
of the case study and the models are listed below:

• Modelling the power system on a single year operation (e.g. 2050 horizon).

• Uncertainty consideration (SCOPE SD model), particularly long-term uncertainty.

• SCOPE SD does not feature intrazonal grid congestions as it is only a market-based capacity
expansion planning model

• Modelling of hydro generation is aggregated (equivalent hydropower valleys in SCOPE SD [16];
one lake by country/region, no hydro valleys in plan4EU).

• Modelling of transmission network is simplified (clustering).

• Modelling of distribution network is limited to the reinforcement’s costs and global constraints at
each node of the transmission network (maximum amount of power injected into the distribution
network at each hour).

• Aggregation of heterogeneous vehicles storage into a single representative storage per node
(plan4EU).

• Short-term uncertainties are not taken into account (everything is supposed to be known within a
day): arrival and departure of electric vehicles to the parking station are not taken into account,
variable renewable generation are not taken.

• Network model: the primary implementation of the case study entails a simplified modelling
of the network. Even if several nodes per country will be considered, the model will only
consider nodes of the transmission network. Besides, the power flow will be approximated by
a Net Transfer Capacity (NTC) model intended to represent commercial trades only, taking
into account the capacity limits of the power lines, without any physical representation of the
electrical power flows.

Future extensions should address uncertainty in the assumption and path dependent investment deci-
sions to have robust insight into optimal decisions. Moreover, during the case study it became clear,
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that linking a multi sector model (SCOPE SD) with an power-sector-focused model (plan4EU) is
challenging. In particular, the representation of CHP units is hard by not considering the heating
part of this unit.
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able: https://www.bast.de/DE/Verkehrstechnik/Fachthemen/v2- verkehrszaehlung/
Aktuell/zaehl_aktuell_node.html.

[14] Geofabrik, France: Download openstreetmap data for this region: 2021-04-09. [Online]. Available:
https://download.geofabrik.de/europe/france.html (visited on 04/09/2021).

[15] ASFA, Le rapport des chiffres clés 2020, 2020. [Online]. Available: https://www.autoroutes.
fr/fr/publications/chiffres-cles.htm (visited on 04/09/2021).
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Chapter 5

Case Study 5: Decentralisation
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Abstract

The main issue of case study 5 (CS5) is to evaluate the impact of decentralization of investment
decisions compared to centralized decisions on power systems, in a consistent way with the Open
ENTRANCE Techno-FriendlyV2 scenario. More specifically, the centralized framework is viewed
here as the least cost case and is considered as a baseline. All resources are supposed to be
exploited in a common objective taking advantage of geographical disparities. On the other hand,
decentralization is the natural trend we are following because, it allows to enhance acceptance and
active participation of communities in fully exploiting the potential of local flexibilities involving
distributed renewable generation, heat, mobility or demand side management. The objective of
CS5 is then to quantify the impact of decentralization of investment decisions in order to provide
some insights on relevant coordination mechanisms to recover efficiency in a partially decentralized
system.
Two geographical scales are considered: a global level for the entire system under consideration
and a local level defining the mesh at which decentralized decisions are made. More specifically,
we consider Europe as a global level and countries (or aggregations of countries) as local levels.
The objective is to define a generation mix with a minimum percentage of the available energy
generated coming from decarbonized sources (i.e. without any CO2 emissions). Four variants were
implemented ranging from a completely centralized system to a fully decentralized system. Each
variant is formalized as a specific mathematical problem.

• The first variant is the ”fully centralized case”, with a centralized target. In this setting, a
central operator is minimizing the investment and operation costs of the whole system such as
to satisfy the supply/demand balance at each node of the grid together with a decarbonization
constraint applying globally for the whole Europe.

• The second variant called “centralized decisions with decentralized targets” corresponds to
the same optimization problem except that the decarbonization constraint is considered at
the level of each country in order to ensure that each country is able to produce in average
enough decarbonized energy on the whole year. Even though each region has to fulfill the de-
carbonization constraint at its national level, it may rely on energy coming from neighbouring
regions for fulfilling the generation demand balance.

• The third variant called “fully decentralized” corresponds to a situation where each country
considers its own capacity expansion problem independently of other countries, that is to say
that when considering investment decisions, each country does not rely on the interconnec-
tion with its neighbours. Each country also defines its generation mix, considering its own
decarbonization constraint at the national level.

• Finally the fourth variant is in between second and third: it corresponds to the same problem
as the third variant, but with a unique decarbonization constraint at the European level. This
variant is purely theoretical.

Each of the four variants corresponds to a specific optimization problem that is solved using the
plan4EU modelling suite -implemented in the plan4Res H2020 project- to optimize power systems
investments and operation decisions for the target year 2050.
Two important limitations of this case study should be underlined. First, plan4EU does not provide
a pathway of investments decisions from 2022 to 2050 because the optimization tool is only able
to consider a target year (here 2050). More importantly, CS5 is limited to computing investments
in power systems only, without explicitly modelling interactions in both directions between the
electrical system and other sectors as heat or transport for instance.

The results obtained show that the decentralization of decisions as well as the decentralization of
targets at the level of European countries leads a priori to a significant increase in costs both in terms
of CAPEX and OPEX. On the other hand, a relevant approach to decentralize the decarbonization
efforts in the European electrical system could be to build country-specific decarbonization targets
from the results of a fully centralized optimization at the European level, taking into account both
the exchange capacity offered by the grid and the specific characteristics of each country in terms
of renewable energy capacity and generation.
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5.1 Introduction

5.1.1 Overall objective of case study

The objective of CS 5 is to assess the (modelled) impact of decentralization on investment decisions.
Decentralization can be interpreted as:

• Decentralization of targets: for instance each country has a specific target for the share of
Renewable Energy vs. a single target at the European level. This case study focuses in particular
on a decarbonization target (that will be precisely described in Section 5.3.3). Mathematically,
this situation still implies a single optimization problem relating all the countries but some
specific local constraints are replacing the global constraint in the optimization problem.

• Decentralization of decisions: each country has its own decision variables in order to optimize its
own objective with its own constraints. In full generality, the objective of a given country depends
on the decisions of the other countries so that this type of problems should fall into the complex
mathematical framework of game theory. Here, to simplify, we consider the situation where each
country considers a specific optimization problem independent of other countries decisions, by
supposing fixed exchanges with other countries, considering in particular the extreme situation
where exchanges are fixed to zero.

In this case study, the four following variants are compared:

1. ”Centralized decisions and centralized decarbonization targets (CC or fully centralized case):
this case focuses on a single objective function representing investment and operation costs at
the European level and constraints related to technical constraints as well as a global target in
terms of share of decarbonized available energy which is formulated at the European level;

2. ”Centralized decisions with decentralized decarbonization targets” (CD): this setting corresponds
to an optimization problem with the same objective function and technical constraints as above,
except that targets on the yearly decarbonized available energy share are local to each country;

3. ”Decentralized decisions with decentralized decarbonization targets” (DD or fully decentralized
case): this framework differs from the previous ones because it involves as many optimization
problems as countries since each country aims at minimizing its own costs under technical con-
straints. However, we have to make assumptions on potential exchanges between countries and
we consider the extreme situation where each country has no exchange with other countries
when optimising its generation mix expansion (practically, we consider within the capacity ex-
pansion tool, that there are no interconnection capacities between countries). Regarding the
decarbonization target, it applies individually to each country. We then have to independently
solve one problem per country for the capacity expansion problem. Simulations are then ran at
European level, with a representation of interconnections.

4. ”Decentralized decisions with centralized decarbonization targets” (DC): this framework cor-
responds to the previous one except that the decarbonization target applies globally at the
European level. This means that although each country solves its own problem, as the last
constraint is coupling countries together, the problem has to be solved as a single optimization
problem. This framework is purely theoretical and allows to evaluate separately the impact of
decisions decentralization with the impact of target decentralization.

Variants CC and CD perform the role of fictional central planners with all information and making
investment decisions at the global level with global targets (variant CC) or local targets (variant
CD ) in order to minimize the system costs, while in variants DD and DC each country performs
independently its own decisions. Those variants are mathematically described in Section 5.3.3.
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This case study should then illustrate to what extent different decision levels (country or continent)
with specific objectives may lead to different investment decisions. Note that in the case of decentral-
ized decisions, even if the investment decisions are taken individually in each country, the simulation
of the system operation is always done at European level, taking into account the interconnection
capacities.

5.1.2 State of the art

In [4, 10], the impact of decentralization of investments and operation decisions in power systems is in-
vestigated at different geographic scales: continental, national, regional, and municipal. In particular,
the authors compare the three following situations at the European level:

1. system with European energy supply and power balancing with all the decisions optimized at
the European scale, where the demand supply equilibrium is satisfied taking full benefit of the
network allowing for exchanges between countries;

2. system with national energy supply and European power balancing, where each country in
Europe generates sufficient energy annually to satisfy national demand, but all countries can
still trade within a year to balance their net demand profiles fluctuations;

3. system with national energy supply and national power balancing, where each country is sup-
posed to be completely self sufficient, assuming no exchanges between countries (no network
capacities between countries).

Of course the first case is less expensive that the second case which is less expensive than the third
one. However, they evaluate quantitatively the system costs in each case and show that the difference
between the two first cases is small w.r.t. the difference with the third one meaning that self-sufficient
systems have high cost mainly because they cannot access the grid.

Both studies consider zero-carbon systems, ie. systems which are able to produce 100% of decar-
bonized energy. The first one focuses on the United States while the second one focuses on Europe.

The present study focuses on the European system and considers a less ambitious target. Indeed,
the share of decarbonized energy in the total amount of available energy, taking into account load
factors associated with variable RES generation, is required to be greater than 70%. This means that
the system is required to be able to produce at least 70% of decarbonized energy.

5.2 plan4EU model

Plan4EU simultaneously optimizes investment decisions and hourly dispatch over the course of one
year (2050) relying on two modelling layers. The capacity expansion layer computes a better or
ideally optimal set of assets including electric generation plants, storages and interconnection capacities
between clusters, for the considered time horizon (the year 2050). Here optimal means, providing the
least-cost (including CAPEX and OPEX) set of assets, while accounting at best for the modelled
constraints in order to satisfy the demand on the target year (here 2050). The scenario valuation
layer evaluates the investment decisions from the capacity expansion model by means of modelling the
operation of the existing assets in the energy system on one target year with an hourly granularity, on
several scenarios representing uncertainties on demand, renewable generation potential and inflows to
hydro-reservoirs. This layer contains two distinct models, the first model, referred to as the seasonal
storage valuation model, and the second model called the European unit commitment model. The
objective of the seasonal storage valuation model is to provide an accurate account of “the value”
that seasonal storage can bring to the system. Indeed, such seasonal storage (e.g., cascaded reservoir
systems) can be used to store energy over large spans of time and use this “stored” energy when most
needed. The actual use may in particular depend on adverse climatic situations (intense cold), but

Public 135



D6.2 Case Study Results

the ability to store the energy may in turn also depend on climatic conditions (e.g. draught). It is
therefore clear that such a vision of the ’water’ value should be transferred in an appropriate way to
shorter time span tools, such as the unit commitment model. In turn computing an accurate value
intrinsically depends on the value of substitution, and thus ultimately on the unit commitment model
tool as well.

plan4EU was implemented within the SMS++ framework. SMS++ is a set of C++ classes in-
tended to provide a system for modeling complex, block-structured mathematical models (in par-
ticular, but not exclusively, single-real-objective optimization problems), and solving them via so-
phisticated, structure-exploiting algorithms (in particular, but not exclusively, decomposition ap-
proaches and structured Interior-Point methods). More details about SMS++ can be found here
https://gitlab.com/smspp/smspp-project.

The algorithms included in plan4EU are described in the following papers [8, 3, 2, 12, 11].
More details about the plan4EU modelling suite can be found in [6, 7, 5, 9].

5.3 Assumptions and methodology

5.3.1 Base Case

The main assumption of this study is that the base case corresponds to the electric mix in year 2050
of the Open ENTRANCE TechnoFriendly scenario, which is described in [1].

5.3.2 Geographical scale

14 regions are considered, each region corresponding to either a country or an ”aggregation of coun-
tries”: France, Germany, Italy, Switzerland, EasternEurope (Austria, Czech Republic, Hungary,
Poland, Slovakia), Benelux (Belgium, Luxembourg, The Netherlands), Iberia (Spain, Portugal), Britain
(Ireland, United Kingdom), Balkans (non-EU-Balkans, Bulgaria, Croatia, Greece, Romania, Slovenia,
North Macedonia), Baltics (Estonia, Latvia, Lithuania), Denmark, Finland, Sweden, and Norway.

5.3.3 Description of the four cases: CC, CD, DD, DC

The four cases presented in Section 5.1.1 are written below.

1. Centralized decisions with centralized targets (CC)
For the sake of simplicity we do not include in the equations the investment of interconnections
expansions, which is indeed included in the model. The problem consists in choosing the capacity
mix κ such as to minimize the sum of annualized CAPEX Ccapex

z (κ) associated with the mix κ
and OPEX Copex

z (κ) induced by satisfying the demand on the given target year (2050) with the
mix κ: 




minκ
∑

z∈Z
[
Ccapex
z (κz) + E

s∈S
Copex
z (κz)

]

such that demand is satisfied on each zone z
taking account of exchanges through the network.

(5.1)

where

• Z is the set of regions (ie countries or aggregations of countries),

• I is the set of available technologies,

• κ = (κi,z)i∈I,z∈Z is the vector determining the capacity mix resulting from investment
decisions, with components κi,z denoting the number of assets of technology i in region z,
and we make use of the notation κz = (κi,z)i∈I

• {s ∈ S} is the set of uncertainty scenarios,
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• Ccapex
z (κ) is the annualized investment cost in region z,

• Copex
z (κ) the operation cost of region z on the target year 2050.

The global decarbonization target constraint (a minimum share of the available energy comes
from decarbonized sources) is written as follows:

E
s∈S

[∑

t

∑

z

∑

i∈INoCO2

κi,zP
max
i,t,z αi,t,z,s

]
≥ ρ E

s∈S

[∑

t

∑

z

∑

i∈I
κi,zP

max
i,t,z αi,t,z,s

]
(5.2)

with

• INoCO2 the set of available technologies that do not induce CO2 emissions,

• αi,t,z,s ∈ [0, 1] the availability of technology i at time t for the uncertainty scenario s in
region z (for variable renewables -PV, WindPower or run-of-river- it represents the load
factor, for thermal power it includes the unplanned failures );

• Pmax
i,t,z the maximum power of technology i at time t in region z (which in particular includes

planned maintenance);

• we assume that the duration of a timestep is 1 hour, which allows us not to include the
timestep duration in the equation, which indeed represents an amount of energy, and not
a capacity.

This represents a decarbonization constraint, aiming at creating a generation mix in which the
available decarbonized energy (taking into account the load factors associated with variable
RES generation) accounts for a minimum share ρ ∈ [0, 1] of the total available energy. The
experiments of the present study are conducted with ρ = 70%.

2. Centralized decisions with decentralized targets (CD)
The problem remains unchanged apart from the decarbonization constraint which is now written:

∀z ∈ Z, E
s∈S

[∑

t

∑

i∈INoCO2

κi,zP
max
i,t,z αi,t,z,s

]
≥ ρz E

s∈S

[∑

t

∑

i∈I
κi,zP

max
i,t,z αi,t,z,s

]
(5.3)

where ρz ∈ [0, 1] denotes the target share of decarbonized energy for region z. The experiments
of the present study are conducted with ρz = ρ = 70%.

3. Decentralized decisions with decentralized targets (DD) (implying self sufficiency for
balancing): this is an extreme case since it requires that each region is able to supply its own
demand, without any connection to other regions, and to fulfil a target in terms of decarbonized
energy. Equations (5.1) is transformed into:

∀z ∈ Z,





minκ

[
Ccapex
z (κz) + E

s∈S
Copex
z (κz)

]

such that demand is satisfied on zone z
without exchanges through the network.

(5.4)

with local target constraint (5.3) unchanged.

4. Decentralized decisions with centralized targets (DC)
This consists of the local problem (5.4) associated to the global constraint (5.2).

Four runs have been conducted corresponding to the four variants described above. In each case the
penalty corresponding to the value of loss load is tuned in order to ensure in average three hours per
year where the supply demand constraint is not served. The results obtained in each of the above
cases have been compared in terms of
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• installed capacity,

• system costs including investments and operation costs,

• marginal costs, which are computed as the dual value of the supply demand constraint,

• power flows between regions,

• generated energy.

5.3.4 Importance of the reference generation mix

Remark 1 The runs were performed with the scenario data provided in June 2022. Some updates
have been done since then which could not be included to the current results. Part of the results have
been readapted to account for these updates (in particular regarding costs). Nevertheless, we believe
that the conclusions of this case study would not be changed.

An important point to emphasize in this study is that all investments are made starting from a
given reference generation mix, κref . Because it is not equivalent to invest or dis-invest (in terms of
costs or constraints), the starting point κref strongly impacts the optimal decisions. In other words
the investment costs Ccapex

z (κz) depends implicitly on the reference generation mix κref and should
be noted Ccapex

z,κref (κz).
Section 5.5.1 thoroughly describes how the reference generation mix is built from Open EN-

TRANCE Techno-FriendlyV2 scenario 2050. Indeed κref is obtained by a modification of Open
ENTRANCE Techno-FriendlyV2 scenario 2050 in order to obtain a reasonable generation mix in the
sense that it allows to ensure the balance between supply and demand in most cases with an accept-
able level of failure. This step is necessary because the data that we used, in particular the electricity
demand load factors show very high demand peaks in some cases.

Starting from this reference generation mix, κref , we compare different ways of coordinating in-
vestments at the European level in order to reach a target in terms of share of decarbonized energy
w.r.t. the total available energy. To this end we consider the four different optimization problems CC,
CD, DD and DC previously described.

The reference generation mix is of major importance in these optimization problems. Indeed, if for
example, in the reference mix, each country is already close to self-sufficiency (or decarbonization) then
little investment is needed to make each country generation mix self-sufficient (resp. decarbonized)
so that the DC case will be close to the CC case (resp. the DC case will be close to the CC case).
The results are therefore very dependent on the reference generation mix (i.e. on Open ENTRANCE
Techno-FriendlyV2 scenario and on the way it has been re-adjusted) and cannot be considered as
absolute.

An interesting study (left for future investigations) would be to consider the current generation
mix in 2023 as the reference.

5.3.5 Case study workflow

CS5 considers decentralization of investment decisions of Europe to the level of countries. A wide
perspective of the workflow is represented by the diagram 5.1 below.
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Figure 5.1: plan4EU: Interaction between the capacity expansion layer and the scenario valuation
layer

5.4 Description of datasets and how they were created

The names of variables used in the following sections are defined in the Open ENTRANCE nomen-
clature. (see https://github.com/openENTRANCE/openentrance)

5.4.1 Data from GENeSYS-MOD

Plan4EU runs were conducted on the Open ENTRANCE Techno-FriendlyV2 scenario provided by
GENeSYS-MOD in June 2022. The following data (inputs or outputs) of GENeSYS-MOD were used
for the year 2050.

• For creating the electricity demand: Final Energy|Electricity,
Final Energy|Electricity|Heat, Final Energy|Electricity|Transportation

• For the interconnections: Network|Electricity|Maximum Flow

• For creating the generation mix:

– Installed capacity: Capacity|Electricity| for the following technologies Biomass|w/ CCS,
Biomass|w/o CCS, Coal|Hard Coal|w/o CCS, Coal|Hard Coal|w/ CCS, Coal|Lignite|w/o
CCS, Gas|CCGT|w/o CCS,Gas|CCGT|w/ CCS, Gas|OCGT|w/o CCS, Geothermal,
Hydrogen|OCGT, Nuclear,Oil|w/o CCS, Hydro|Reservoir, Hydro|Pumped Storage, Solar|PV,
Wind|Offshore, Wind|Onshore, Hydro|Run of River

– for adaptating the inflows profiles: Secondary Energy|Electricity|Hydro|Reservoir
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– for the storages: Storage|Electricity|Hydro|Pumped Storage and
Pumping Efficiency|Electricity|Hydro|Pumped Storage

– For the costs: Variable Cost (incl Fuel Cost)|Electricity|, Fixed Cost|Electricity|, Capital
Cost|Electricity| for all technologies where such costs are available.

For RES and Hydro, the Variable cost in plan4EU is set to 0.

5.4.2 Data from other sources

Data from Open ENTRANCE scenario are complemented with data from other sources:

• To evaluate the share of cooling in the electricity demand, we used the value implemented
in eHighway2050. Yearly electricity demand is separated into 4 categories (cooling, heating,
Electric Vehicles and the rest). Heating and EV parts are taken from the Open ENTRANCE
Techno-FriendlyV2 scenario. The cooling part is computed using the cooling shares published
by eHighway2050 (as cooling is not included in GENeSYS-MOD).

• The maximum volume of reservoir storages has been computed using the ENTSO-e database.
This consists in historic values of the equivalent stored electricity in ‘Reservoir’ per country. We
took the maximum value.

• Scenarised Hourly Profiles for RES potentials and electricity demand per uses come from Coper-
nicus/C3S. Scenarios correspond to climatic years which have been ”readapted” to correspond
to the year 2050

– Hourly demand profiles are generated by multiplying the yearly demand by hourly profiles
from Copernicus/C3S energy (hourly profiles Electricity demand for heating; Electricity
demand for cooling; Electricity demand for electric mobility; (deterministic) electricity
demand for other uses).

– PV, offshore, Onshore wind-power and run-of-river generation profiles. The hourly maxi-
mum generation is computing by multiplying these profiles by the installed capacity

• EDF has generated inflows to reservoir profiles, taking advantage of the historic data published
by ENTSO-e.

5.5 Results of case study

5.5.1 Feasibility assessment of TechnoFriendly2050 scenario

Feasibility assessment means that the simulation layer of plan4EU was ran on the TechnoFriendly
scenario completed with the hourly profiles described in Section 5.4. The installed capacities regarding
electricity generation are shown in Figure 5.2. The scenarised electricity demand is shown in Figure
5.3.
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Figure 5.2: TechnoFriendly scenario 2050: Installed Capacity in Europe (Reference) (MW)

Figure 5.3: Demands variability for 2 examplary regions

We can see in Figure 5.3 that as demand scenarios are created based on meteorological historic years,
a high variability between scenarios can be observed, as well as huge demand peaks, sometimes for
quite a long duration (up to 10 days, corresponding to long very cold periods).
The operation simulation shows that this reference case is not feasible from the point of view of the
electricity system, mainly because of the very accurate and dynamic representation of demand and
renewable generation. An other limitation of the study is that the timeseries used for computing
the demands were created in 2017 within the Copernicus C3SEnergy project. A new C3S project
has recently started whose aim is to update these time series, while accounting for lessons learnt and
errors found. Moreover we have used those timeseries in an extreme case, as we have applied energy
per uses coming from different sources, which may not be fully consistant. Some of the demand peaks
which appear in extreme scenarios may then be too high.

Table 5.1 shows the number of hours with non served energy over the simulated year in the different
regions.
Non-served energy occurs mainly when the demand is high and the renewable capacity is low. In
particular in this base case, the rate of PV power in the generation mix is quite high, and in winter
demand peaks occur at a time when PV generation is zero (eg after 5pm in winter when it is dark).
In the cases of long periods with high demands, all the short term storages were optimised to be full
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Table 5.1: Number of hours with non-served energy

Mean Number of Hours Max Number of Hours

France 0 0

Germany 7.864864865 60

Italy 2.513513514 93

Switzerland 0 0

EasternEurope 0 0

Benelux 1.162162162 32

Iberia 0.216216216 4

Britain 49 366

Balkans 9.27027027 93

Baltics 1027.567568 2178

Denmark 0.189189189 4

Finland 53.75675676 231

Sweden 0.027027027 1

Norway 0 0

before the peak, but they were not sufficient to last the whole duration of the demand peak (or the
’off-peak’ periods were not long enough to allow filling the storages). Moreover, demand peaks often
occur simultanously in neighbouring countries, as well as eg. low wind periods, which increases the
difficulty of the scenario. As plan4EU includes in its modelling the intercorrelations between demand
and renewable generation potentials, it can be used to evaluate unfeasibility in a given scenario.
Following this analyses, the plan4EU capacity expansion model was ran in order to get a new reference
generation mix, which would prove to be closer to feasibility. Only Thermal power and Batteries were
allowed to be added in this adaptation run.
Figure 5.4 shows the deviation between the adapted reference and the initial reference.

Figure 5.4: Adapted generation mix: deviations from reference, %

From now on, we will denote ”Reference” the adapted generation mix.

5.5.2 Impact of decentralization of decisions

In the following we will denote:

• REF: the reference optimised case,
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• CC: case with centralized decisions and centralized decarbonization constraint,

• CD: case with centralized decisions and decentralized decarbonization constraint,

• DD: case with decentralized decisions and decentralized decarbonization constraint,

• DC: case with decentralized decisions and centralized decarbonization constraint.

Installed capacity

The following Figure 5.5 shows the installed capacity in the 4 variants (CC, CD, DD, DC)

CC

DC

CD

DD

Figure 5.5: Installed capacity shares per technology in centralized/decentralized variants

The differences in the installed technologies are highlighted in Figure 5.6.
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Figure 5.6: Installed capacity: deviations from the CC variant (%)

We can see that in total for Europe, decentralising decisions induces an increasing need in short-
term storage and fossil plants while decentralising targets increases the need for Nuclear and Wind-
Power, and slightly decreases the need for PV.

Generated energy

Figure 5.7 shows the amount of energy generated over the year per technology in all countries. One can
observe that the differences between the fully centralized case CC with case CD (centralized decisions
but decentralized targets) seems small w.r.t. to cases DC and DD involving decentralized decisions.
In particular, decentralizing decisions implies an increase in the use of gas and coal thermal units.

CC

DC

CD

DD

Figure 5.7: Yearly energy in centralized/decentralized variants (MWh)
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That observation is confirmed on Figures 5.8, 5.9, and 5.10 where we have reported for each season
and for each type of technology, the average variation of energy injected in the European grid in each
variant CD, DC, and DD compared to the fully centralized case CC as a percentage of the total energy
generated over the year 2050 in case CC. One can observe that decentralizing decisions only (DC)
implies that the use of fossil units increases by more that 8% of the total energy while the use of PV
and Wind energy decreases in the same proportion (corresponding to more curtailments). However,
the use of storage is kept unchanged even if the installed capacity is increased. This is due to fact
that investments are made assuming sel-sufficiency while the system is operated taking into account
exchanges between countries. On the other hand, the use of fossil and PV energy decreases in the both
cases where targets are decentralized (CD and DD) while the use of Nuclear and wind is increased.
Besides, one can observe that deviations with case CC are mainly observed during winter and autumn
especially in the DC case. We can also observe a ’strange’ behavior in the case of Norway: Norway has
already enough decarbonised energy (100%), but given the constraints on potentials in other regions,
the model choses to invest in WindPower in Norway to fullfill the decarbonization constraint in the
centralised targets cases (CC and DC) although this energy is not required, and not used as we can
see in Figure 5.7.
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Figure 5.8: Energy generation deviation per season in case DC w.r.t. CC (% of total energy generated
in Europe in case CC in year 205)
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Figure 5.9: Energy generation deviation per season in case CD w.r.t. CC (% of total energy generated
in Europe in case CC in year 205)
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Figure 5.10: Energy generation deviation per season in case DD w.r.t. CC (% of total energy generated
in Europe in case CC in year 205)
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Costs

Figure 5.11 shows the difference in percentage from the full centralized case CC, for investment and
operation costs. The operation costs reported on Figure 5.11 include the variable cost of technologies
generating energy as well as the ’cost’ of water turbined by dams (as computed with the seasonal
valuation layer of plan4EU).

Investment Cost Operation Cost

Figure 5.11: Yearly investment and operation costs variation, compared to the CC case (%)

We can see that the more decentralized the system is, the more costly investments are. More precisely,
it seems that decentralizing the decarbonization target has much more impact than decentralizing
decisions on investment costs which represent the most significant part of the total costs. Besides, on
Figure 5.12 we have reported for each considered country, the averaged variation of operational costs
obtained in each variant CD, DC, DD and CC for year 2050. We can observe that operation costs
are much higher in the cases with decentralized decision process. Indeed, the extreme DC and DD
cases have much less decarbonized energy and must then rely on thermal technologies (inducing high
operation costs) to fulfill their equilibrium. On the other hand, the case with centralized decisions
and decentralized targets (CD) has the lowest operation costs, which is obviously explained by the
fact that the mix includes a higher renewable share (inducing low operation cost), as decentralization
forced countries with a low decarbonization rate to increase it much more than in the centralized
option.
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Figure 5.12: Operation costs per countries

Marginal costs

For each of the variants, we have computed the mean marginal cost over all uncertainty scenarios
and all hours of the year 2050, for all countries. Figure 5.13 shows the deviation between the fully
centralised variant and the others. We can see that the marginal costs decrease in the decentralised
targets cases, for regions with lowest initial decarbonised shares, and increase for other regions - apart
from Norway for which marginal costs are very close to zero in all cases -. This can be obviously
explained by the fact that decentralised targets force those countries to have higher decarbonised
share in their generation mix. On the contrary, the countries with initial higher decarbonised shares
invest less in the case of decentralised targets than with a centralised one.

Figure 5.13: Mean marginal costs per countries, deviation compared to CC case

Flows

The following Figure 5.14 shows the flows between regions, depending on the variant considered.
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CC

DC

CD

DD

Figure 5.14: Flows between regions depending on variants - the thicker the arrow is, the bigger the
flow is

Decarbonized shares

The share of decarbonized installed capacity in the generation mix with a ρ = 70% target on the
available yearly energy is shown in Figure 5.15. Here we also included the REF case, which is corre-
sponding to the adapted mix from Open ENTRANCE technofriendlyV2 scenario (see 5.5.1). Figure
5.16 shows the corresponding shares in terms of yearly available decarbonized energy (which is not the
decarbonized energy generated but the energy which could be generated if all decarbonized assets were
producing at maximum level).
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Figure 5.15: Decarbonized installed capacity shares in centralized/decentralized variants

Figure 5.16 shows the corresponding shares in terms of yearly energy.

Figure 5.16: Yearly decarbonized available energy share in centralized/decentralized variants

We can note that:

• In the fully centralized (CC) case, with a global target of 70% decarbonized available energy, the
shares of decarbonized available energy per country are highly dependent of the initial situation
of each country as well as of the potential of each country.

• the decarbonized shares in terms of installed capacity are very different from the shares of avail-
able decarbonized energy, this because of the existence of load profiles for renewable energy (eg
PV produces 0 at night).

• As expected in decentralized targets cases (CD and DD) the energy target is fulfilled for each
country while it may not be fulfilled for some countries in cases CC and DC.
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• Some regions are investing massively in decarbonized energy, even if they do not need it, because
this is required to fullfull the centralised targets and bounds are reached in other regions which
may have been able to use this energy. This is a limitation of the approach.

5.5.3 Optimised targets per countries

Exploiting the results in terms of decarbonized energy shares, we have ran a fifth variant, which
corresponds to the fully decentralized case DD, but in which the targets ρz are differentiated per
country z, and are exactly the decarbonized available energy shares of each country obtained in the
fully centralized case CC (see Figure 5.16).
Figure 5.17 shows the investment costs per country and at European level in all 5 variants, including
the new one, which we name DDTargetCC.

Figure 5.17: Investment costs in all variants

We can see that the investment cost within this fully decentralized variant with targets obtained from
the fully centralized case are very close (of course still slightly higher) to the investment costs within
centralized schemes. Note that if we set the individual targets ρz to the value obtained in the DC case
the resulting variant DDTargetDC would of course coincide with the DC variant.
Figure 5.18 shows the variable costs per country and at European level in all 5 variants.
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Figure 5.18: Operation costs in all variants

We can see that the variable cost within this fully decentralized variant with targets obtained from
the fully centralized case are much higher as the variable costs within centralized schemes, but slightly
lower than those with decentralised scheme.

Figure 5.19 shows the deviations from the fully centralised case (CC) in terms of installed capacity
and yearly energy.

Generation deviation in %
Installed Capacity deviation in %

Figure 5.19: Yearly generation and installed capacity variation, compared to the CC case (%)

We understand that the operation cost deviation is due to increased use of thermal generation in
all decentralised cases.

5.6 Conclusion and perspective

This study on the decentralization of investment decisions shows that decentralizing decarbonization
targets or even decentralizing decisions (by letting each actor make arbitrary assumptions on its
exchanges with others) induces significant additional costs on the power system, which impact both
investment costs and operational costs. When decarbonization targets are roughly decentralized by
country (by requiring the same target share ρ = 70% to all countries), we lose the exploitation of the
fact that the installation and generation potentials of renewable energies are not equally distributed
over European countries. This leads to a significant increase in the investment costs to reach the
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decarbonization target. When investment decisions are decentralized, (considering the extreme case
where decisions are taken assuming no exchange with neighbors), then we lose the potential offered
by the grid in the balancing. Hence, investment costs are increased with in particular an increase in
the share of thermal power plants (gas and coal). This decentralization of decisions then also leads to
an increase in operational costs due to the use of thermal plants.
Nevertheless, we show that it is possible to obtain quite efficient decentralized decisions (i.e. inducing
a reasonable increase of system costs w.r.t. the fully centralized case) by requiring to each country a
specific decarbonization target consistent with its own potentials (of RES installation and generation
and exchange with other countries). In particular, a reasonable option seems to choose for each
country as a specific decarbonization target the share of decarbonized energy effectively obtained when
implementing the ”fully centralized” strategy.
Hence this study opens the way to the proposal of some organization schemes in order to coordinate
efficiently the decarbonization of the electrical system at the European level.

5.7 Limitations and future extensions

The main limitations of the case study are listed below

• Modelling the power system only without a fully multi-energy and inter-sectoral approach;

• Assumptions considered on renewable energies investment potentials for each country in 2050
are questionable;

• The choice of the reference generation mix has a strong impact on the results and could be
modified (for instance choosing the actual mix in 2023 could yield different though interesting
results);

• Modelling the power system on a single year operation (2050 horizon), without providing any
pathway to reach the final electricity mix;

• Aggregation of hydro generation (one reservoir by country/region, no detailed representation of
hydro valleys);

• the transmission network is aggregated without AC or DC optimal power flow and no model of
the distribution grid;

• Operation costs related to the transmission network are neglected;

• Ancillary services, system inertia or transient stability are not modelled.
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Chapter 6

Case Study 6: Innovative technologies
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Abstract

This case study aims at increasing the understanding of an innovative technology the use of is
still limited in local energy systems. This innovative technology is the seasonal storage of heat,
in particular, in underground boreholes. Such technologies would allow for a better utilization of
excess heat, for instance from waste incineration in the summer that is otherwise lost. In addition,
in the context of Norway, where the heating system is highly electrified, or other countries where
the energy transition leads to an increased electrification of heating, seasonal thermal storage could
reduce constraints on the electric grid and allow to reduce or delay investments, as well as provide
additional flexibility to the system.

We consider this technology in Furuset, a neighborhood of Oslo, Norway, which is planned to be
further developed with additional residential and commercial buildings towards 2050. The energy
system of this neighborhood is modeled in the Integrate model, an optimization based tool allowing
to carry out techno-economic analysis of the design and planning of multi-energy systems. We
compare three alternatives for the energy system, direct electric heating, a connection to the nearest
existing district heating network and a seasonal thermal storage in addition to the connection to
the district heating network.

This modeling framework has limitations. We only model a single area in a particular context,
limiting somewhat the scope of the results. The modeling framework also does not allow for a very
detailed modeling of the seasonal thermal storage, in part due to the use of representative periods.

The results show some potential for the technology depending on the context. Generally, con-
necting to an existing district heating network is sufficient to reduce electricity peak demands in
the winter. However, the seasonal thermal storage allows to increase the utilization of waste heat
and reduce emissions by replacing other peaking units in the district heating network. It does not
impact future investment in grid capacity in an area such as Furuset, with ample overhead capacity,
but it can delay or reduce the need for grid investment in more constrained grids. Finally, it allows
to hedge against high variability in electricity prices for only a small increase in cost ( 3% annuity
increase) as higher electricity prices increase considerably the profitability of this technology.

Such techno-economic analysis should be replicated in the context of different countries and
different cities to increase the understanding of the potential of this technology. A similar study
will be conducted in a neighborhood of Trondheim, Norway, including seasonal thermal storage.
Future work could also include a better understanding of the role of heating flexibility on the power
system and the role of flexibility at different spatial and temporal scales.

Three heat supply solutions
considered for a neighbourhood
1. Electric heating
2. High-temperature district

heating
3. Low-temperature district

heating and seasonal
thermal energy storage, 
charged with excess heat 
from waste incineration

Techno-economic analysis using
the Integrate tool: optimization of 
the design and planning of a multi 
energy carrier energy system over 
a planning period of 30 years.

Scope Methodology Outcomes

• Surplus heat from waste incineration is a 
widely available heat source for seasonal
thermal energy storage

• Seasonal storage reduces the demand for 
peak heating in the winter, thus the emissions
and costs related to production of district
heating

• District heating alone can be enough to 
alleviate constraint on the local electricity
grid

• Seasonal heat storage of heat is a relatively
cheap way to hedge against high electricity
prices

Figure 6.1: Graphical abstract of the case study
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6.1 Introduction

6.1.1 Overall objective of case study

The main objective of this case study is to investigate and develop a better understanding of the
potential of seasonal storage of heat in a local micro energy system. This case study aims to quantify
how seasonal heat storage can reduce the surplus heat in the district heating system as well as from
solar heating during summer. Furthermore, it seeks to quantify the potential of thermal seasonal
storage to cover peak loads in heat demand during winter and thereby reduce the need for investment
in heating infrastructure, both for the current and the future system. The case study will also include
a cost/benefit analysis for the application of the uncommon storage technology as well as offer insight
on how this technology can be relevant on a European level. This will be done through a qualitative
discussion of the relevance of the results on the European level. The case study will also identify
drivers as well as barriers for investment into this novel heat storage technology. In particular, the
case study will focus on the district Furuset in Oslo and evaluate the innovative technology of seasonal
storage in underground rocks in this particular setting. The interactions between the district heating
(DH) system of the city of Oslo and the local heating grid will be investigated with hindsight to the
impacts especially on the energy system at Furuset. In the light of Europe’s ambition to decarbonize
its energy system, ever more intermittent energy sources will penetrate the energy market. It is likely
that in many parts of Europe there will be an excess of energy supply during periods in the summer
months from both solar and wind power[1, 2, 3, 4]. Short term storage challenges might well be solved
by the deployment of batteries on a large scale but for seasonal storage other technologies will be
needed. With pumped storage being very limited to specific geographical conditions and hydrogen
production and storage facing efficiency issues, there is a clear need to assess other options. The results
of this case study will give qualitative insights into what role local, seasonal heat storage can play on a
pan-European scale in the transition to a decarbonized energy system. It will furthermore inform the
Norwegian national research centre on zero emission neighbourhoods in smart cities (ZEN), as well as
the government in Oslo on the potential and benefits of seasonal thermal storage in connection with
local energy system solutions across the country. The model that will be used for the analysis is the
energy investment model Integrate (formerly eTransport) [5, 6]. A representation of the micro energy
system of Furuset, created in the ZEN centre will be adapted to incorporate a module to represent
the planned seasonal thermal energy storage unit [7]. This adapted version will serve as the baseline
scenario and will be compared to a micro energy system without such a storage unit.

6.1.2 State of the art

Energy storage solutions are not limited to batteries. Thermal energy storages (TES) also have an
important role to play in providing flexibility and helping incorporate a larger share of renewable
energy sources (RES) in the power system. In addition, they can be less costly and more efficient
than batteries [8]. An important challenge for integrating RES in the energy system is the mismatch
between the RES availability and energy demand on a seasonal level. Seasonal Thermal Energy Storage
(STES) has a great potential in enabling the storage of heat produced in the summer for use in the
winter. Various STES designs exist, using aquifers, boreholes, tanks or pits [9]. Each technologies
has its set of advantages and drawbacks, for example specific geological conditions. Borehole thermal
energy storage is scalable and has fewer geological constraints than some of the other technologies and
is a good solution for supplying neighborhoods and communities.

Boreholes STES already exist in neighborhood applications [9, 10, 11], often in combination with
solar thermal collectors or PV panels. This increases the investment cost of the system and can reduce
the profitability of the investment [12]. An other source of heat for the STES can be from municipal
waste incineration, which is a common heat source in DH systems in the Nordics, covering 20 % of
the heat supply for DH systems in Sweden [13] and Denmark [14], 14 % in Finland [15], and 48 % in
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Norway [16]. This source of heat is quite consistent due to the constant flow of waste. On the other
hand, heat demand is highly seasonal. STES is thus a good candidate to make use of large quantities
of heat that is otherwise wasted. This can also replace more costly and carbon-intensive sources in
the winter. An emission reduction potential of 86 % was estimated in a study of borehole STES for a
new residential area in Finland [17].

Energy system modeling is an important tool for improving the design and performance of urban
energy systems with multiple energy sources, and a wide range of tools and approaches exist for this
purpose [18]. [19] have applied a techno-economic optimization tool to study the optimal location, size
and operation of TES in a DH system, but have not considered STES. Some models, as in [20] and [21],
include STES for district system planning but focus exclusively on the heating system. It is difficult
to balance model complexity (and solution time) and modelling details. Trade-offs have to be made
between the level of details of the technologies representation, spatial and temporal representation,
and the number of technologies considered, for instance. Some models use a multi-layer representation
of the heat storage such as [22] and [23] while others have a single layer. The temporal resolution also
varies with a common solution being the use of representative periods (days/weeks) within a year.
This complicates storage modelling as the time periods are no longer continuous. An approach to
modelling storage despite the loss of continuity between time-periods is proposed by [24].

6.2 Short summary of models used

The Integrate model [5] is an optimization model for the planning of local energy systems where dif-
ferent energy carriers and their interaction are considered. The model considers investments in the
infrastructure related to those energy carriers and for conversion between them. Some of the main
energy carriers include: electricity, district heating, cooling, hydrogen, waste and biomass. The model
minimizes cost for investing and operating the energy system and also considers the environmental
consequences. It combines mixed integer linear programs for the operational optimizations and a
dynamic programming (DP) for the investment planning. Representative periods are used for the op-
eration, while the investment planning spans across longer periods of several years. The DP approach
allows the model to consider the best timing of investment. The model provides the optimal solution
and a user defined number of near-optimal solutions.

6.3 Assumptions

The Integrate model considers the local energy system in Furuset and takes a central planner per-
spective. It does not model the interest of the different actors inside the neighborhood. The model
considers socio-economic costs that do not necessarily correspond to cost seen by consumers. For
instance the cost of the heat from the district heating is a marginal cost based on fuel costs and
efficiencies and not the cost consumer would see, which is a regulated cost, with taxes and tariffs.

We consider the Societal Commitment and Techno-Friendly storylines of the OpenENTRANCE
scenario pathways1. The main differences in the storylines for our modelling are in the amount of
residential-scale PV in NO1, the bidding zone where Furuset is located, which we scale to the area
we study. The Techno-Friendly storyline does not see any investment in residential PV while Societal
Commitment does. We thus refer to the cases as PV for Societal-Commitment and PV for the Techno-
Friendly storyline.

The assumptions related to input data are presented in Section 6.5.

6.4 Methodology

1https://openentrance.eu/2022/07/06/quantitative-scenarios-for-low-carbon-futures-of-the-european-energy-system-oncountry-region-and-local-level/
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6.4.1 Overall methodology

The structure of the model is represented in Figure 6.2. The existing energy system is represented
in the model as the starting point. Possible investments to the energy system are also added and
conditions on their investment can be specified. For example, one can specify that a technology can
become available only if another has previously been installed. An optimization of the operation of
the energy system is then conducted for all possible energy system configurations (base system and
combinations of possible investments) for all periods. The minimum cost of each alternative is then
used in the DP algorithm to find the optimal pathway as well as near optimal ones.

Figure 6.2: Schematic structure of the Integrate Model

We consider the existing energy system of Furuset. The energy needs of the existing buildings
are estimated based on their floor area and the type of the buildings. A significant number of new
buildings are expected in this area, consisting of both residential and commercial, and the expected
energy needs of these buildings are also estimated.

The following model description is taken from [25].

Description of the operational optimization

The operational model presented in this section corresponds to the case investigated in the present
study. The operational optimization is performed for a selected number of representative days in
a year with hourly resolution. The optimization is carried out in the first stage for all the possible
combinations of technologies and for all investment periods. Many of the modules available in Integrate
were not used in this study, and their contributions to the objective function and constraints are thus
not presented here. With the modules used in our case study, the objective function is:
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where Sπ are identifiers for the possible combinations of investment options (system states) in
period π and copeSπ ,π

is the operational cost of the given state in the given period. Each period has
several segments ξ, corresponding in our case to seasons, and several time steps tξ within each segment.

P el
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and yel,imp
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are respectively the cost and amount of electricity imports; P el,def
tξ

, yel,deftξ,b
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cost and amount of deficit of electricity in building b. Similarly, PDH,imp
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and amount of DH imports, and PSH,def
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and qDHW,def
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are the penalty cost and

amount of deficit for space heating (SH) and domestic hot water (DHW). CDH
ξ are the penalty costs

associated with the district heating grid, presented in section 6.4.1.
Each building is represented by its electrical, SH and DHW load and its load balance: ∀b ∈ B,∀tξ
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(6.2)
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(6.4)

In addition to the energy balances of the loads, each component of the network within the modeled
area has an energy balance as well. Those balances represent the flow of energy within and in between
the networks (and their components).

The import of electricity and DH are limited: ∀tξ

yel,imp
tξ

≤ Y max
tξ

(6.5)

qheat,imp
tξ

≤ Qmax
tξ

(6.6)

where Y max
tξ

is the maximum electricity import from the grid and Qmax
tξ

the maximum heat import. In
our case, the investment in a larger transformer is an investment option, so the maximum electricity
import will be different in the operational optimizations for the different system states needed in the
investment layer.

Description of the investment optimization

The investment part finds the optimal investment plan based on the available options’ investment
costs and the operating costs of all the combinations of technologies resulting from the operational
optimization. The number of possible combinations increases exponentially with each additional
investment option. In order to limit this number, different investment logics can be defined:

• Mutually exclusive alternatives: the default investment logic; two investment alternatives
are mutually exclusive, i.e. only one of them can be chosen at a time.

• Time window for investments: defines the periods in which a given alternative can be chosen.

• Dependent alternatives: some alternatives require another alternative to be invested in during
the same or a previous period.
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• Necessary alternatives: a set of investment alternatives where at least one of the alternatives
must be carried out within a specified year. Several sets for necessary alternatives can be defined
for each year.

The objective of the DP is minimizing the discounted present value of all costs, minus the scrap
value of new investments. For all investment periods π except the last one we have:

C∗
π(Sπ) = min

{
δπ−Πstart

( ∑

τ∈{1,...,Πstep}
δτ−1copeSπ ,π

+
∑

d∈D
cinvd Idπ

)
+ C∗

π+1(Sπ+1)

}
(6.7)

where the investment periods are defined by a starting year Πstart, end year Πend and a number of
years in each period Πstep. C

∗
π is the minimum net present value in period π. δ is the annual discount

factor defined as 1
1+r , where r is the rate of return. cinvd is the investment cost of investment option

d, Idπ is a binary parameter which identifies if the investment is performed in the given period and
system state.

In the last investment period, we need to account for the residual values of the investments ϕ:

C∗
π(Sπ) = min

{
δπ−Πstart

( ∑

τ∈{1,...,Πstep}
δτ−1copeSπ ,π

+
∑

d∈D
cinvd Idπ

)

− δΠend+Πstep−Πstartϕ+ C∗
π+1(Sπ+1)

}
(6.8)

In addition, for the possible combinations of investment options (system states) we have:

ϕ =
∑

π∈[Πstart,Πend]

∑

d∈D
cinvd Idπmax

{
0; 1− Πend − π +Πstep

λd

}
(6.9)

where λd is the lifetime of investment option d. The residual values of the investments ϕ is calculated
linearly based on the remaining lifetime

C∗
Πend+1 = 0 (6.10)

SΠStart
= 0 (6.11)

The DP algorithm progresses backwards through all periods and possible system states within a
period to find the optimal investment plan. Once at the starting period, the optimal investment plan is
the path with the lowest net present value. Additional ”sub-optimal” investment plans can be found,
as many as defined by the user, by running the DP algorithm again with an additional constraint
stating that the state in the last period of the investment plan with directly higher rank is infeasible.

Relevant modules

District heating module The DH module in Integrate is described in more detail in [26] and [?],
and here only the main features are given. The DH module includes production points for heat
input, junction points, and load points, as well as pipelines connecting the network points. A pipeline
contains both the supply and return flow, and reversal of the flow direction is also allowed. The total
heat load in the network consists of the SH and DHW loads attached to load points, and heat losses.

The objective of the DH module is to satisfy the demand with minimum heat deficit. In addition
to heat deficit at production points and loads, dumping of heat at the production points is penalized.
The contribution to the overall objective function is then:

CDH
ξ =

∑

p,tξ

qDH,dump
p,tξ

· PDH,dump
p,tξ

+
∑

p,tξ

qDH,def
p,tξ

· PDH,def
p,tξ

+
∑

b,tξ

qDH,def
b,tξ

· PDH,def
b,tξ

(6.12)
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where qDH,dump
p,tξ

is dumped heat, qDH,def
p,tξ

/ qDH,def
b,tξ

is heat deficit at production/load points; and

PDH,dump
p,tξ

, PDH,def
p,tξ

and PDH,def
b,tξ

are the corresponding penalty costs.

At the production points p, the module imports heat from the surrounding energy system and
available heat sources, depending on the demand. The demand is defined by the variable qless con-
taining both the heat demand of all the load points connected to the network, as well as the heat
losses. The required heat import at each production point p is summed over all the pipes connected
to that point:

qheat,imp
tξ,p

=
∑

(i,j)∈DHpipesifi=p

qless,[i,j,”back”,”this”,tξ] (6.13)

where ”back” denotes the return line and ”this” the end of the pipe closest to the production point.
The heat losses are calculated for supply flow only, and added to the qless variable at the end of

each pipe connecting two network points (i, j):

qless[i,j,”out”,”far”,tξ] = qless[i,j,”out”,”this”,tξ] + lpipe[i,j] · (Tsupply − Tground) · kloss[i,j]; (6.14)

where ”out” denotes the supply line and ”this”/”far” denote the pipe ends closest/farthest away from
the production point, respectively. lpipe[i,j] is the pipe length, Tsupply is the supply temperature and
Tground the ground temperature, and kloss[i,j] is a heat loss factor.

The heat load Ltξ,b (SH or DHW) is added to the the qless variable at the far end of each pipe
connected to a load point (building) b:

∑

(i,j)∈DHpipes|j=b

qless[i,j,”back”,”far”,tξ] =
∑

(i,j)∈DHpipes|j=b

qless[i,j,”out”,”far”,tξ] + Ltξ,b (6.15)

where ”back” denotes the return line, and DHpipes is the set of pipelines in the network. The returning
flow in the pipes thus contains the accumulated heat losses from the supply pipes, as well as the
requested heat load at the load points noted Ltξ,b.

To preserve linearity, the supply and return temperatures are set as parameters, while the volume
flow of water is a variable. The supply and return temperatures are however allowed to have different
values in different seasons to enable a more realistic calculation of heat losses and pumping power.
The following constraint makes sure that the water flow is sufficient to cover the demand of load b, at
the given supply and return temperatures:

qless[i,b,”out”,”far”,tξ] + Ltξ,b + ydeftξ,b
≤ Cp · (Tsupply − Treturn) · vi,b,tξ , (6.16)

where v is the volume flow of water in the pipe (i, b), Cp is the specific heat capacity, and Treturn is
the return temperature.

The required pumping power depends on the pressure drop at the customer substations and in
pipes. Pumping power due to pressure drop in pipes has a cubic dependency on the volume flow,
and to be able to represent this in Integrate, a piece-wise linear approximation using non-dimensional
variables was applied, explained in detail in [26]. The pumping power is represented as an electrical
load in the system, located at the the production points, representing the heat central(s) in the system.

The module does not consider the temperature levels for heat exchange at the customer substations
or at the heat supply points, but only the amount of energy requested by and supplied into the network.
This applies also to TES units attached to the network.

Seasonal thermal energy storage module Including the operation of seasonal energy storage in
optimization models in order to study its techno-economic feasibility can be complex. Energy systems,
especially systems including renewable energy sources, require at least an hourly resolution while the
energy planning problem calls for a long time horizon, resulting in unreasonably long computation
times. Different approaches, such as clustering have been presented to deal with this issue [24].

Public 163



D6.2 Case Study Results

In Integrate, the STES is modeled by assuming a certain required amount of heat to be charged,
and certain allowed amount of heat to be discharged in the different seasons, taking into account heat
losses. The allowed amount of heat to be charged/discharged per representative day is thus obtained
by dividing the amount of heat available per season by the number of days belonging to the season.

The daily allowed amount of heat flow to/from a storage unit s is determined by parameter Qs,daily,
which is negative for discharging and positive for charging, and given as a share of the total storage
capacity Qs,tot. The total amount of heat charged and discharged over a 24-hour period is then defined
by

∑

tξ

(
qcharge,s,tξ + ydeftξ,s

− ydump
tξ,s

)
= max (0, Qdaily,s ·Qs,tot)

∑

tξ

(
qdischarge,s,tξ + ydump

tξ,s

)
≤ max (0,−Qdaily,s ·Qs,tot)

(6.17)

where ydeftξ,s
represents deficit of heat, and yheat,dump

tξ,s
dumping of heat. qcharge,s,tξ and qdischarge,s,tξ are

the charging and discharging rates, respectively, with certain allowed maximum values. The storage
is charged via a connection to a heat source, and discharged to a heat network or directly to a load.
A more detailed description of the STES module in Integrate can be found in [7].

6.4.2 Case study workflow

In this case study, Integrate is the only tool used. There is therefore no workflow.

6.4.3 Linkages

In this case study, Integrate is the only tool used. There is therefore no linkages.

6.5 Description of datasets and how they were created

We consider the existing energy system of Furuset to model the base year and also considers different
technologies for the future investment options. This requires various input data which are described
in this section.

Energy Demand The energy needs of the existing buildings (Domestic Hot Water, Space Heating
and Electric specific) are estimated based on their floor area and the type of the buildings. Significant
developments are expected in this area, consisting of both residential and commercial buildings, and
the expected energy needs of these buildings are also estimated at fixed intervals corresponding to
the periods used in our Integrate modeling. The method used to estimate those loads timeseries is
introduced in [27].

The data is using representative periods. In this case study we use 5 representative days at hourly
resolution (4 seasons and peak) sampled from the yearly hourly data.

The other data necessary for the model is related to: the connection to the electric grid, the
evolution of the electric demand related to the increasing share of electric vehicles and the investment
options: PV panels, district heating (high and low temperature options) and seasonal heat storage.
The existing buildings are using direct electric heating to supply their heat demands and do not require
specific data.

Connection to electricity grid The connection of the electric grid to the area is set to 22.6MW
based on discussion with the distribution grid operator. The electricity price is set using the spot
prices in the area between 2004 and 2018, taken from Nordpool. An average year is computed and
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used to calculate an average day per season at hourly resolution. The grid tariff is also added but the
taxes and charges are not considered. For example the part of the tariff dedicated to grid investment
is left out, since the investment in additional grid capacity is included in the model. We include the
possibility to upgrade the grid connection size with an extra 10MW.

District heating The neighborhood is, in the base year, not connected to the existing district heat-
ing network of Oslo. We consider the connection to the district heating as an investment option. This
includes local piping network, connection to the main DH network (about 3km away) and customers
substations.

Two alternatives are considered for the local DH network, a high temperature (supply temperature
between 90 and 110◦C depending on time of the year and return between 50 and 60◦C) or a low
temperature variant (supply 70◦C and return of 50◦C). The heat loss factor was set at 0.75 W/(mK).

The cost of the heat from DH is calculated based on the mix of generators in use throughout the
year based on a dialogue with the district heating operator. The main heat generation units include
waste incineration, electric boilers, heat pumps, as well as boilers using pellets, biodiesel and gas. In
the summer, excess heat from waste incineration is exclusively used.

STES The STES is considered with 390 boreholes, 200 m deep, giving a total storage capacity
of 13GWh. We assume 5GWh of heat losses annually. We assume the storage is charged exclu-
sively during summer from excess heat from waste incineration. Table 6.1 shows the allowed charging
and discharging of the STES per season in the base case. The maximum heat flow rate for charg-
ing/discharging was set to 4.27/4MW based on input from the DH supplier.

Table 6.1: Charge and discharge pattern of the STES per season

Spring Summer Autumn Winter Peak

Charge(+), discharge(-)
per season/day [MWh]

-500/-9.6 13 000/102.4 -1 400/-22.6 -6 050/-49.2 -50/-50.0

PV panels We considered an investment in PV panels as an option in the model. The capacity
of PV in this option is set based on results from the GENeSYS-MOD in the Societal Commitment
storyline and disaggregated to Furuset. This corresponds to a PV capacity of 5.5MW and an annual
production of 5.26 GWh in 2050. The PV profiles are obtained from the renewables.ninja website
which is based on [28, 29].

Additional load from electric vehicles The additional load coming from electric vehicles has
been estimated for the different periods by considering the increasing share of electric vehicles in
Norway. The total number of cars and number of electric cars in Norway in 2019 from national
statistics (Statistics Norway(SSB)) is used as a starting point. The sale of internal combustion engine
vehicles will be banned in Norway from 2025, so we assume a linear increasing of the sale of EVs from
2019 to 2025. This allows us to estimate the number of electric cars in Norway until 2050. We use
the Norwegian population and a projection of its future evolution toward 2050 (main alternative of
the national population projection from SSB) to calculate the number of electric cars per inhabitants
in Norway. We then use the expected population of Furuset in different years to find the number of
electric cars in the area. A charging profile from [30] is used to find the additional load profile from
electric vehicles in the area. We also consider the impact of seasonal variations on the load profiles
[31].
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Building Retrofit We consider the option to retrofit part of the existing building stock in Furuset,
corresponding to around a quarter of the building mass or 15GWh annually. This investment was
estimated to reduce the annual heat demand by 9.8GWh/year ( 30% reduction). We assume this
demand reduction is evenly distributed and the cost of renovation to be around 900e/m2.

Investment alternatives The investment options and their cost are summarized in Table 6.2.
The PV system is not considered as an investment option but separate runs are performed in a
system with and without the PV. Investment in infrastructure inside the buildings (hydronic system,
individual electric heaters) are not considered. We define three alternatives, investments that have
to be performed. The alternatives are called: Electric heating, HTDH and LTDH. The costs related
to the DH and STES system were obtained from the DH operator. For the STES, it includes the
boreholes and the heat central but potential government subsidies are not considered.

Table 6.2: Investment costs and lifetimes for the different alternative technologies, and which tech-
nologies need to be invested in each heat supply solution (HTDH - high-temperature DH, LTDH
- low-temperature DH). Technologies that are fixed are marked with X while technologies that are
optional are marked with (X).

Costs
[Me]

Lifetime [y] Electric
heating

HTDH LTDH
and
STES

New transformer 1.0 40 (X) (X) (X)

Local heating network 1.9 30 X X

STES 7.2 60 X

Connection to DH net-
work

3.9 30 X X

Upgrading existing
buildings

97 30 (X) (X) (X)

6.6 Results of case study

The results of the case studies have been published in [25]. The main results are summarized here.
The annuity of all cases run in this case study are summarized in Fig. 6.3 but we will go in more

details into each of the runs in the rest of the section.
The annuity of each of the cost-optimal solutions for each alternatives, in the case with and without

PV (PV and PV respectively) is presented in Table 6.3. In both cases, the solution with direct electric
heating is more cost-effective. The existing overhead in the grid connection is enough and no extra
investment in the grid is required, contributing to making this option the cheapest. As seen in Fig.
6.3, the case with investment in the increased grid connection is also more cost effective than the DH
alternatives, though unnecessary. The grid in Furuset is not constrained enough for the DH to make
a difference on the electric grid.

We can look at the energy balances and the operation of the system in the different seasons in the
case with and without PV.

6.6.1 with PV

Table 6.4 presents the annual and peak demand of heat and electricity in the different alternatives
in the case with PV. Going from a fully electric heating system to the use of DH reduces the annual
electric demand by 26 %. The peak power is also reduced by 28 %. The annual heat delivered varies
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Case

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5
An

nu
ity

 (M
)

Operational Costs
Investment Costs

1 - PV, Elec 9 - PV, LTDH & STES (-20%)
2 - PV, HTDH 10 - PV, LTDH & STES (-40%)
3 - PV, LTDH & STES 11 - PV, Elec, 2 Pel

4 - PV, Elec 12 - PV, HTDH, 2 Pel

5 - PV, HTDH 13 - PV, LTDH & STES, 2 Pel

6 - PV, LTDH+STES 14 - PV, Elec, 2 Pel

7 - PV, LTDH & STES (-20%) 15 - PV, HTDH, 2 Pel

8 - PV, LTDH & STES (-40%) 16 - PV, LTDH & STES, 2 Pel

Figure 6.3: Graphical summary of the results presented in tables 5, 9 and 11.The base cases are
numbered 1 to 6; the sensitivity on the investment cost of the STES (with the percentage reduction
in parenthesis) are 7 to 10; and the sensitivity on the electricity price (double cost in winter and peak
period) are 11 to 16.

between the case with the low temperature and high temperature heat network. The higher losses in
the low temperature cases due to the losses in the STES increases the energy use by 28 % but the
operation of the STES also allows a reduction the peak load by 31 %.

Figure 6.4 shows the operation of the system in the three alternatives, aggregating the heat and
electric supply. In the summer, PV has a substantial contribution to the energy needs of the area. In
the LTDH alternative, the import of heat in the summer to charge the STES represent an important
energy need.

On the peak day, in the direct electric heating alternative, the peak power consumption is high
due to the additional heating demand. In the HTDH alternative, the DH network takes part of the
strain away by supplying heat to the buildings. In the LTDH alternative, the STES covers the heat
demand in the hours with the highest DH prices reducing the demand on the main DH network.

6.6.2 Without PV

Table 6.5 presents the annual and peak demand of heat and electricity in the different alternatives in
the case without PV (PV). The absence of PV leads to higher electricity imports of 8.6 % and 11.6 %
respectively in the electric heating and DH cases. The peak electricity imports and imports of heat
stay the same or close to the same.
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Figure 6.4: Energy supply from the different sources in the representative days for summer (left)
and peak (right panel), for the investment alternatives of direct electric heating (top row), high-
temperature DH (middle row) and low-temperature DH with STES (bottom row) in the PV scenario.
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Table 6.3: Investment and operational costs from the Integrate runs (Me).

PV PV

Operation Investments Total Operation Investments Total

Electric
heating

2.736 0.000 2.736 2.841 0.0 2.841

HTDH 2.612 0.199 2.812 2.717 0.199 2.917

LTDH
and STES

2.414 0.399 2.813 2.516 0.399 2.915

Table 6.4: Total annual and peak energy demand for electricity and DH in the PV scenario.

Electricity DH

Energy
[GWh/year]

Peak
[MWh/h]

Energy
[GWh/year]

Peak
[MWh/h]

Electric heating 59.2 17.0 0.0 0.0

HTDH 44.0 12.2 16.2 5.22

LTDH and STES 44.0 12.2 20.9 3.61

6.6.3 Heat losses and pumping power

The low temperature DH network has the advantage of smaller losses compared to the high tempera-
ture system. Annual heat losses in the HTDH system are 1.14 GWh (7.5 % of the total heat demand)
versus only 0.85 GWh (5.6 % of the total heat demand) in the LTDH system. On the other hand, the
LTDH system requires twice as much energy for pumping than the HTDH system (due to the higher
flow rates needed to transfer the same amount of energy), but pumping represents a negligible amount
of energy (0.031 GWh in LTDH, 0.014 GWh in HTDH) compared to the heat losses.

6.6.4 Levelized cost of heat

We calculate the levelized cost of heat for the different alternatives using DH with the following
formula:

LCOH =
I0 +

∑n
t=1

Ct
(1+r)t∑n

t=1
Et

(1+r)t

(6.18)

where I0 is the total initial investment, Ct is the annual operational costs (i.e., the energy costs), Et

is the annual amount of heat delivered by the heat central, n is the number of years of operation, set
to 30 years, and r is the discount rate, set to 3 %.

The resulting LCOH were found to be 51.9 and 51.5e/MWh for the HTDH and LTDH cases
respectively. Those values are lower than the average LCOH for DH in Norway in 2020 but slightly
higher than the spot price of electricity in the same year (note however that this year had particularly
low electricity prices). These values can also be compared with values from the literature. [17] found
the LCOH of a borehole STES using excess waste heat to be 10.5 and 23.5e/MWh(excluding taxes).
Different assumptions between the present study and [17] can explain this discrepency. In particular,
the investment cost of STES assumed in this study are 37% higher; the storage volumes, efficiencies
and share of waste heat are also somewhat different. It should be noted that this case study considers
only connecting the new buildings planned in Furuset(corresponding to 47% of the total) to the DH
system. Increasing the share of buildings connected to the DH system with future developments or
retrofitting of the older building stock would decrease the LCOH further.
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Table 6.5: Total annual and peak energy demand for electricity and DH in the PV scenario.

Electricity DH

Energy
[GWh/year]

Peak
[MWh/h]

Energy
[GWh/year]

Peak
[MWh/h]

Electric heating 64.3 17.1 0.0 0.0

HTDH 49.1 12.2 16.2 5.22

LTDH and STES 49.2 12.2 20.7 3.91

6.6.5 Sensitivity analyses

STES heat availability

In the results presented in the previous sections, the heat availability in the STES was based on
assumptions. In practice, depending on the moment in the season, the temperature in the storage
might be lower and not be able to provide as much heat. In [32], dynamic simulations were used
to study the the operation of the borehole planned in Furuset. That study allowed to estimate the
outlet temperatures of the STES to the local DH network throughout the discharge season and the
demands of heat for charging the STES with different strategies. An analysis is conducted using our
model in a setup with limited heat availability during peak periods and winter based on these results
to consolidate the results presented in the previous section.

Table 6.6: The allowed charging and discharging of the STES per season and day with reduced
availability in winter and peak periods.

Charge(+) or
discharge(-) per sea-
son/day [MWh]

Share of demand cov-
ered by STES

Spring -596 / -11.5 63 %

Summer 13 000 / 102.4 –

Autumn -2 108 / -34.0 98 %

Winter -5 271 / -42.9 81 %

Peak -24 / -24 30 %

This setup results in only minimal changes, with 2.415 Me for operational costs and 0.40 Me for
investment costs, and 2.81 Me in total costs; the same value as previously. Despite the lower heat
availability, the storage can still provide enough heat to cover the hours with the highest DH cost
(Figure 6.5). The impact on the peak demand for heat is larger however with a value of 5.11 MWh/h
or about the same as without the STES.

STES investment costs

A certain level of uncertainty is associated with the investment cost of the STES system. To find the
cost at which it becomes more cost-efficient than direct electric heating, several runs are performed.
Table 6.7 summarizes the results of these runs. For cases with and without PV, the cost reduction
necessary from the base case to make the STES cost optimal is of a bit under 40%.

Despite the size of the planned storage reducing the cost with economies of scale compared to
other existing projects [33], the STES is not competitive with direct electric heating in a grid with
no particular grid constraints such as Furuset (Table 6.3). The cost reduction affects the LCOH and
reduces it to below the average power prices for 2020 in Norway (meaning that it becomes more
cost effective than direct electric heating). The LCOH with a 20% investment cost decrease becomes
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Figure 6.5: Energy supply from the different sources on the peak day with low-temperature DH and
STES, with reduced availability of heat during winter and peak periods.

Table 6.7: Annuity of investment and operation resulting from a given reduction in the STES invest-
ment cost in both the PV and PV scenarios in Me. ”Base” represents the cost assumption used in
the main analysis.

PV PV

Operation Investments Total Operation Investments Total

Base 2.414 0.399 2.813 2.516 0.399 2.915

−20% 2.414 0.359 2.773 2.516 0.359 2.875

−40% 2.414 0.319 2.733 2.516 0.319 2.835

46.7 e/MWh and 41.8 e/MWh for a cost reduction of 40%.2

Reduced grid capacity

The results presented previously show that the existing grid infrastructure in Furuset is enough to
accept the future growth of the building mass in the area and is not representative of the situations
of other neighborhoods. We conduct a sensitivity analysis on the starting grid capacity to see how
STES could be applied to areas with less grid connection overhead. The grid capacity is reduced with
between 3 and 15 MW (corresponding to a 13 to 66% reduction) and the results are presented in Table
6.8.

Here, we compare the operational, investment and total costs of a system with reduced grid capacity
connection in the electric heating alternative and the LTDH + STES alternative. There is no major
difference in the cases with and without PV, apart from the reduction in operational costs that the
PV provides. In the direct electric heating case, the operational cost increases as the number of hours
of load not served (due to the penalty for not delivering energy) increases due to the reduced grid
connection size. LTDH + STES becomes more profitable than direct electric heating for a reduction
of 9 MW of the grid capacity in the PV case and slightly above 9 MW in the PV case. A further
reduction to 12 MW significantly increases the operational costs (54% in PV case and 80% in PV)
in the direct electric heating case while the increase is kept small in the LTDH+STES alternative.
Further reducing the grid by a total of 15 MW leads to large amount of non-served energy and penalties
in the direct electric heating case. The LTDH and STES are not enough to compensate the effect of a

2This comparison is done only as a simple indication on the competitiveness of the STES compared to direct electric
heating. More parameters should be accounted for: heat pumps can be used, requiring less electricity to provide the
same amount of heat; 2020 was a year with very low spot prices and is not representative of typical spot prices.
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Table 6.8: Annuity of investment and operational costs resulting from a given reduction in the grid
capacity in both the PV and PV scenarios in Me. The second column contains the grid connection
reduction from the base value.

PV PV

Operation Investments Total Operation Investments Total

Electric
heating

−3MW 2.735 0 2.735 2.841 0 2.841

−6MW 2.737 0 2.737 2.843 0 2.843

−9MW 2.805 0 2.805 2.915 0 2.915

−12MW 4.321 0 4.321 5.263 0 5.263

−15MW 34.40 0 34.40 38.06 0 38.06

LTDH +
STES

−3MW 2.414 0.399 2.813 2.516 0.399 2.915

−6MW 2.414 0.399 2.813 2.516 0.399 2.915

−9MW 2.414 0.399 2.813 2.516 0.399 2.915

−12MW 1 2.343 0.571 2.914 2.445 0.571 3.016

−15MW 1 4.661 0.571 5.232 5.858 0.571 6.429

1 Here investment in DH in 2019 and STES in 2029

15 MW grid reduction and see an increase in operating costs due to unserved loads. In the case of 12
and 15 MW reduction, the investment in the LTDH and STES happens in 2019 while it is only done
in 2029 for lower grid reductions.

Higher winter electricity prices

Particularly high electricity prices have occurred in the last years in many parts of Europe due to a
combination of various factors: the consequences of the war in Ukraine on the supply of gas, rebound of
activity after the ease of COVID-19 restrictions, dry conditions affecting reservoir levels and troubles
with an ageing french nuclear fleet, to name a few. The increasing penetration of renewable energy
sources in the future energy system could also lead to higher level of variability of the electricity
prices. We study the sensitivity of the results to the price of electricity by considering a case where
the electricity prices are doubled in the winter and peak periods. The corresponding change in the
DH cost are also accounted for. The results of this case are presented in Table 6.9.

Table 6.9: Investment and operational costs from the Integrate runs with doubled electricity costs in
the winter and peak (Me).

PV PV

Operation Investments Total Operation Investments Total

Electric
heating

4.098 0.000 4.098 4.216 0.0 4.216

HTDH 3.609 0.372 3.981 3.728 0.372 4.099

LTDH
and STES

3.152 0.755 3.907 3.265 0.755 4.020

As a results of the higher electricity costs, the alternative with DH and STES becomes cost optimal,
followed by the high temperature DH. An important takeaway is then that despite it not being the
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cost optimal solution in the base case, the LTDH and STES system allows to hedge against extreme
electricity prices for only a 2.8% increase in total cost, with the large potential savings in the case of
extreme events.

6.6.6 Emission reduction due to implementation of STES

In addition to cost consideration, it is important to consider the impact of the change from direct
electric heating to STES on emissions of greenhouse gases. Indeed, the STES allows a reduction of
the use of peak heating boilers in the main DH network in the winter and to utilize waste heat that
otherwise would be lost. We estimate the emissions of the system with the different alternatives in the
period 2039-2049 based on the emission factors of electricity and of fuels used in the DH system and
the shares of each technology in the DH system. The emission factor considered are: 277 kg/MWh
for gas, 50 kg/MWh for biodiesel, 40 kg/MWh for wood pellets and 17 kg/MWh for electricity based
on [34]. The results are presented in 6.10.

Table 6.10: Annual emissions for the energy system considered with the different investment alterna-
tives from electricity and DH (ton CO2/year)

PV PV

El. DH Total El. DH Total

Electric
heating

1007 0 1007 1094 0 1094

HTDH 748 182 930 835 182 1017

LTDH
and STES

748 46 794 836 44 880

Connecting the neighborhood to the DH network reduces emission by 7-8% compared to the direct
electric heating case while the addition of the STES leads to a 20% reduction.

6.7 Limitations and future extensions

The case study presented in this report has limitations. It is considering the use of a particular type
of STES in a particular location and does not completely represent the potential of STES. A major
limitation when it comes to the modelling is the representation of the seasonal aspect of the storage.
In this work, seasonal constraint on the charge and discharge have been used (and validated using
dynamic models), due to the constraint arising from using a low number of representative periods
associated with the complexity of the model. This could be improved by increasing the number of
representative periods or their lengths but it comes at the cost of computational time. Increasing
the number of representative periods would however also increase the quality of the representation of
other elements such as loads and electricity prices for example. The model is based on DP for the
investment optimization, which has the advantage of studying the investment timing but require the
capacities of the technology options to be fixed. A linear program would allow to optimize the sizing
of the components in the system. In this study, the sizing of the components is based on the plans
for area but checking if this sizing is optimal and impacts the profitability of the alternatives could be
additional work.

Extensions of this work are possible and could address some of those limitations. New case studies
considering STES in different context would allow a better understanding of the profitability of STES.
The Integrate model is for example being used on a caste study of a neighborhood in Trondheim
in the research center on zero emission neighborhood in smart cities (FME ZEN) financed by the
Norwegian Research Council. There, the modules developed for Integrate are being used and a longer
representative periods are used. More work is also needed more generally on the topic of the integration
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of flexibility from the heating system in the power system. It could be an important flexibility asset
for integrating larger share of renewable generation but there needs more knowledge of the flexibility
potential at different scales and their aggregated impact on the power system.
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Abstract

Decarbonising the European energy system requires large-scale electrification across sectors
combined with the utilisation of different sources of energy system flexibility, such as through
cross-border power exchange, smart charging of electric vehicles, energy storage and demand re-
sponse. Such flexibility is particularly relevant for the Danish energy system due to its role as
an electricity transit hub for power exchange between its neighbours alongside its significant wind
power potentials.

In this case study, we analyse the role of demand-flexible electrified heating (heat storage and
end-consumer demand response from district heating piping water and residential building en-
velopes) in the Danish electricity system of 2050. For this analysis, we apply Frigg, a novel mod-
elling approach for integrating demand response models in energy system analysis. Traditionally,
large-scale energy system modelling assumes demand response as shifting load between different
time steps or as energy storage, meaning as a direct control problem. Frigg’s underlying paradigm is
that demand response is rather an indirect control problem, where consumers react to time-varying
prices of energy, those prices being the control variable of the problem. Frigg is used to couple
Plan4EU, an electricity dispatch model for Europe, with the flexibility function that models power-
to-heat demand response in Denmark. Frigg also determines cost-optimal heat storage capacities
.

Baseline run

Plan4EU 
(EDF)

European 
electricity dispatch

Plan4EU computes computes baseline
electricity dispatch for Europe.1.

Post-flexibility
demand

Frigg 
(DTU)

Demand flexibility 
optimisationHeat demand flexibility

Frigg approximates a dispatch and a heat
demand response model for Denmark and
finds the least-cost post-flexibility demand
trajectory.

2.

Post-flexibility run

Plan4EU 
(EDF)

European electricity 
dispatch

Plan4EU calculates computes post-flexibility
electricity dispatch under modified demand.3.

Our results suggest Danish electrified heat demand flexibility to influence both the Danish and
European electricity dispatch notably, though the relative effect on a continental level being minor.
Demand response might slightly decrease Danish electricity costs, mainly through lower priced
imports and higher priced exports. The effect of heat storage is even more significant, decreas-
ing (already negative) domestic (operational) electricity cost by 1.3 EUR/MWh in comparison to
a reference case. Power-to-heat demand flexibility substantially supports Danish power system
operation, also mostly through more efficient cross-border trade.

The modelling framework of this study comes with some limitations that could be addressed in
two main lines of future research: Firstly, the Danish building stock and heating system could be
modelled at higher detail. That includes representing individual and district heating individually
and estimating demand response parameters from data. Secondly, our proposed modelling approach
could be evaluated against other modelling methods and against real-world observations.
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7.1 Introduction

This case study analyses the role of demand-side flexibility in electrified heating (consumer demand
response and heat storage) in the Danish energy system of 2050. We assume a Danish energy sys-
tem (installed generation capacities and aggregated demand levels) as computed in the OpenEntrance
Techno-Friendly scenario. Specifically, we quantify the cost savings potential through demand re-
sponse from the electricity demand for heating. This includes all power-to-heat technologies, such as
heat pumps and electric boilers, for both individual and district heating. The economic potential of
demand flexibility is understood as the savings in operational cost when utilising demand response in
comparison to the baseline (unresponsive demand) under time-varying prices that are optimal from a
system point of view.
We compute this potential by soft-linking Plan4EU and the Flexibility Function via Frigg. Firstly,
Plan4EU solves a baseline electricity dispatch for Europe. Then, Frigg finds demand levels for heating
after application of indirect demand response, simulated by the Flexibility Function. These demand
levels are then passed back to Plan4EU to compute the electricity dispatch under electricity demand
flexibility in the heating sector. The modelling approach is described in detail in sections 7.2 and 7.4.

7.1.1 State of the art

The Danish government aims at 70% emission reduction in comparison to 1990 by 2030 and climate
neutrality by 2050 [12]. This is expected to come along with significantly higher electrification rates
in the heating sector [6]. The OpenEntrance transition pathway, which this case study is based on,
suggests an electrification rate in the EU building sector of more than 60% in 2050 in the Techno-
Friendly scenario [13]. While this increases total demand for electricity, utilising the flexibility potential
of the heating sector can ease the transformation to a decarbonized power sector substantially [23] by
helping to maintain the supply-and-demand equilibrium, which needs to be ensured very closely in
order to maintain system stability, with demand being driven by consumer behaviour [18].

Demand response, meaning consumption levels responding to the state of the system, across various
sectors has been analysed for the Danish case. Examples include the study in [16], who investigate
demand response from refrigerators in a Danish case study and find them to show an average response
time of 24s and ramping rate of 63% per minute. [22] estimate the demand response potential of
the Danish power system based on the output of several other studies as a ”total potential peak
load reduction” to be 704-1409 MW, of which 85-172 MW stem from residential water and space
heating. The authors of [17] study demand response from electrified heating on the island of Bornholm,
Denmark. They find that demand response reduces social cost by 5.4% and increases RES uptake
by 8.6%. [11] analyse optimal heat pump capacities in a local district heating system under varying
wind power capacities in the electricity sector finding a positive correlation between power-to-heat
capacities and wind power share. The role of cross-sectoral units in electricity markets is analysed in
[14].

7.2 Modelling tools

Electricity generation capacities and marginal costs are given by Genesys-mod. Plan4EU is used as a
dispatch model for Denmark being interconnected to neighbour states. Demand response is modelled
through a set of ordinary differential equations, where demand responds to time-varying prices [10,
20].

7.2.1 Plan4EU

Plan4EU [5, 2] is a modelling tool for the electricity sector of the EU and some additional countries.
It allows for capacity expansion, seasonal storage modelling and unit commitment. In this study, it
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is applied as an electricity dispatch model on an hourly resolution. It finds a (near-)optimal optimal
dispatch schedule for electricity generators across Europe under consideration of short and long-term
as well as cross-border trade. Plan4EU takes uncertainty in input data into account by applying
demand and variable renewable energy sources (VRES) load factors based on 36 different climatic
years.

7.2.2 Flexibility function

Consumers heat demand response to time-varying heat prices is modelled through the flexibility func-
tion used in [10], with all parameters chosen as in [10] if not indicated otherwise (see section 7.5).
The flexibility function returns demand as a function of price (fig. 7.1). It incorporates dynamics of
demand response, captured by a state variable X, which functions similarly to energy storage: An
increase in demand compared to baseline levels leads to an increase in X, making consumers less
responsive to high prices in the future (and vice versa).
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Figure 7.1: Normalised demand against normalised price as flexibility function output under varying
initial states X. Values of X > 0.5 (X < 0.5) indicate that consumers have increased (decreased)
their demand compared to baseline levels.

7.2.3 Frigg

Frigg is a soft-linking framework for flexible energy systems. The aim of that framework integrating
low-level operational problems in large-scale energy system planning and analysis. Frigg is in early-
stage development at the department for applied mathematics and computer science of the Technical
University of Denmark. In this study, we use Frigg for soft-linking a dispatch model of the European
electricity system, Plan4EU (section 7.2.1), with a demand response model of the Danish heating
system, the flexibility function (section 7.2.2).
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Problem formulation

Traditionally, large-scale electricity system models formulate the problem of when to dispatch which
assets in an electricity system as a (mixed-integer) linear program. The optimal dispatch per time step
is computed based on demand levels as well as generator capacities and costs. Both costs and capaci-
ties can be time-varying (for example capacities of intermittent energy sources and costs of electricity
imports or combined heat-and-power generation). Electrified heat demand response and heat storage
can help integrate more intermittent energy generation. However, single-sector electricity dispatch
models do not solve a heat dispatch problem, and thus consider neither of the two. Integrating heat
demand response and storage in an electricity dispatch problem poses challenges, both mathemati-
cal (potentially non-linear demand response models (see section 7.2.2), and practical (reformulating
established modelling tools and changing their implementation).

Both challenges can be tackled by a soft-linking approach (section 7.4.1), where demand trajectories
after application of demand response and heat storage are computed and then passed to the energy
system/dispatch model. Frigg solves this problem by soft-linking the flexibility function and Plan4EU.
We refer to load factors after application of demand response and heat storage dispatch, i.e. the output
of Frigg, as post-flexibility load factors.

Solution approach I: dynamic programming

The above problem is not only non-linear, but also, potentially, large in size due to the intertemporal
constraints (storage and state of demand response). In the absence of these constraints, the problem
would be fully decomposable and could be solved individually for each time step t ∈ T .

We have introduced a solution approach for solving heat storage for a local district heating system
in [20] using dynamic programming. That leads to fewer intertemporal constraints, or, in control
engineering jargon, fewer state variables, the only remaining state being the state of demand response
X. In that study, we found that demand response can reduce heating costs substantially, but falls short
of the operational savings achieved by investments in an optimally-sized heat storage unit (fig. 7.2).
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Figure 7.2: Costs of heat across cases compared. The straight dashed line indicates the system costs,
including investment costs, under optimal storage sizing. Previously published in [20].
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Solution approach II: mixed-integer programming

(Piece-wise) linearisation of Demand Response In this study, both heat storage and demand
response need to be included. The additional state variable makes a solution via dynamic programming
more challenging. Thus, the flexibility function is approximated with a piece-wise linear model and a
slightly modified heat dispatch (c.f., e.g., [21]) problem is solved. This dispatch problem treats demand
as a variable, which is indirectly controlled via a price signal. Hence, the energy balance equation
features both demand response and heat storage. For this study, we extend the dispatch model to
include heat storage investments as a decision variable. A piece-wise linear model is fitted to simulated
data prior to solving the dispatch problem using the implementation of [3]. The approximation is
plotted in fig. 7.3 for a neutral baseline demand and state variable.
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Figure 7.3: Example of piece-wise approximation of flexibility function for neutral baseline demand
and neutral state (2-d projection for Xt = Bt = 0.5; Note that a higher-level projection would explain
the “elbows“ around u = ±0.25). For illustrative purposes only: The actual approximation can take
different shapes depending on model configurations.

7.3 Assumptions

Denmark is modelled as a one-node system. We assume the Danish electricity system to be a
”copper plate” system, where neither transmission losses nor bottlenecks occur, as we do not introduce
any spatial resolution in the Danish system. We also aggregate the entire Danish electrified heating
sector (district and individual heating) to a single demand and supply node and aggregate its demand
response potential as well as storage capacity accordingly. This simplification is a strong one, since
heat is usually not transported over long distances but brings computational benefits (by reducing
problem size).

The total water in the Danish district heating system and residential building envelopes
are assumed to have similar characteristics as today and constitute the demand-flexible
mass in the system. The thermal capacity of demand response is based on [20]: We assume the
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total water in the Danish district heating system in 2050 to be the same as today. We also assume
constant thermal characteristics of residential as today, based on [19].

Constant coefficient of performance in heat dispatch. All electrified heat generators (heat
pumps and electric boilers) share a common and constant conversion factor between electricity and heat
(see section 7.5). Note that in making this simplification, we do not account for seasonal fluctuations
in heat pump performance, which is likely to be higher in summer than winter.

Heat storage sizing varies across climatic years. Our analysis is based on a number of climatic
years to increase the robustness of our results (see section 7.5. Heat storage sizing, used to compute
post-flexibility (demand response and storage) electrified heating load factors (see section 7.2.3), is
done independently for each climatic year, resulting in varying capacities across climatic years.

Common individual and district heating. Frigg does not distinguish between individual and
district heating, since neither Plan4EU nor GENeSYS-MOD make that distinction. This results in a
common heat dispatch and storage investments for the entire electrified heating sector. Note that this
aggregation simplifies the operation of the Danish heating sector. For instance, district-level storage
is assumed able to compensate for demand fluctuations in individually-heated homes and vice versa.

Flexibility function parameters are not estimated on data. The flexibility function (see
section 7.2.2) can be estimated as stochastic differential equations based on observed data. Since
no observations are available, we assume the same parameters as in [10], where an analysis of their
variations is made. We also do not consider demand response from other sources than the piping
water in the district heating sector and residential houses, the latter sharing the same characteristics
as estimated in [19] and applied in [20].

Insensitive electricity import prices in Frigg. In Frigg, we only model the Danish system and
thus treat electricity imports and exports as generators with fixed capacities and time-varying costs
(negative for exports). Prices for imports and exports are assumed insensitive to Danish electricity
demand. Please note that Plan4EU does not make this assumption, as also the electricity dispatch
for Denmark’s neighbours is computed. Thus, this simplification holds only for the computation of
post-flexibility load factors.

7.4 Methodology

This study investigates the impact of flexibility from electrified Danish heating on the Danish power
dispatch of 2050. Our case is based on the OpenEntrance project’s Techno-Friendly scenario [1].
Plan4EU (section 7.2.1) is the main model for this case study. The model is run twice (with and
without heat sector flexibility). Frigg (section 7.2.3) is executed to determine load factors for electrified
heating in Denmark in 2050, which form the basis of the second Plan4EU run.

7.4.1 Case study workflow

Specifically, Plan4EU uses installed electricity generation capacities and aggregated demand as deter-
mined in the OpenEntrance scenarios by GENeSYS-MOD. Hourly load factors for VRES generation
and electricity demand from the Plan4RES project [4] are used together with that data to generate a
baseline electricity dispatch for Europe.
The same input data that was used for Plan4EU, only solely for Denmark, is used in Frigg to solve an
electricity dispatch problem for Denmark. This problem is simplified in the sense that cross-border
trading takes place at fixed import/export prices (marginal generation costs per time step and country
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Figure 7.4: Case study workflow.

determined in case study 1). However, Frigg includes an indirect demand response model and heat
storage (sections 7.2.2 and 7.2.3). Solving this dispatch problem yields cost-optimal, “controlled“ elec-
tricity demand for heating, after application of demand response and heat storage. Note that Frigg
is solely used for the computation of these load factors, thus all final dispatch results are based on
Plan4EU.
Finally, Plan4EU is run on these “post-response“ load factors for electrified heating. A comparison
with the reference case allows analysing the role of added heat sector flexibility on the Danish power
system.

7.4.2 Linkages

In Frigg, generation capacities and sub-sector-wise electricity demand are disaggregated to an hourly
resolution based on demand and VRES load factors. Aggregated data is read from the Scenario
Explorer, whereas time series inputs are handled offline as CSV files. In particular, the following data
inputs are used:

• Generation capacities and costs (GENeSYS-MOD)

• Aggregated annual electricity demand per sub-sector (GENeSYS-MOD)

• Climatic Scenario (Plan4EU)

• Demand and VRES load factors (Plan4EU)

• Parameters of the flexibility function (demand response model)

Plan4EU does not receive modified input data in the Baseline scenario. In all other scenarios,
modified load factors generated by Frigg are used as data input.
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Table 7.1: Installed electricity generation capacities (Denmark). ∗disregarded in Frigg due to small
capacity

Generation capacity [GW]

Biomass (CCS) 3.02
Biomass (no CCS) 0.62
Hard coal (no CCS)∗ 0.02
Natural gas (CCS) 0.25
Hydro∗ 0.01
Solar 8.00
Wind (Offshore) 13.79
Wind (Onshore) 5.79

Table 7.2: Variable electricity generation costs for Denmark. [4]

Technology Variable costs [EUR/MWh]

Biomass (CCS) 42.8

Biomass (no CCS) 38.3

Natural gas (CCS) 54.1

Hard coal (no CCS) 4.03

7.4.3 Scenarios

We analyse two scenarios with varying degrees of power-to-heat demand flexibility, which are compared
to a Baseline scenario:

• Baseline: Reference case without consideration of power-to-heat demand flexibility

• Demand response: Power-to-heat demand response in the Danish energy system assuming the
thermal mass of district heating piping water and residential building envelopes to be flexible

• Heat storage: Cost-optimally sized heat storage in the Danish heating system

7.5 Input data

Electricity generation capacities and variable generation costs. The Danish electricity gen-
eration portfolio corresponds to the Techno-Friendly scenario for 2050 as an output of GENeSYS-MOD
[1] (table 7.1). The system is largely decarbonized with wind power being the largest source of elec-
tricity.

Load factors for time series data. Our analysis is run for 38 climatic years (scenarios), based on
historical data from 1982 onward at uniform probability. That data includes hourly load factors for
electricity demand across sub-sectors and renewable generation profiles [4].

Heat dispatch. The thermal capacity of demand response (i.e., parameter C in the flexibility
function (c.f. [15]) is calculated as the sum of the thermal capacity of all network water in the Danish
district heating system today (1 billion liters [9]) and the thermal capacity of the residential building
sector. We assume temperature deviations of ±3.5K for network water and ±1K for building envelopes.
The computations are given in [20] and are scaled to size for this case study (to the entire country
and normalised by the maximum demand in the respective climatic year).
We convert between power and heat at a fixed ratio of 3.905. This is equal to the ratio of heat
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produced by electricity in Denmark in 2050, as given by the GENeSYS-MOD pathway results [1] and
the power consumed to produce that heat. Thus, we assume a constant coefficient of performance for
the combination of heat pumps and electric boilers.

Heat storage capacities are determined within Frigg. We assume annualised investment costs
of 151.57 EUR/MWh. This is the result of a discount rate of 4% [7] and investment cost of 3000
EUR/MWh at a lifetime of 40 years [8].

Temporal resolution. Both Plan4EU and Frigg operate on an hourly resolution. The flexibility
function, for the sake of simulating and approximating post-response demand, runs on 1000 time steps
per hour, i.e., 3.6s.

7.6 Results

Electricity mix

On a European level, the Baseline electricity mix is dominated by renewable energy sources, with
small amounts of nuclear and gas capacity remaining (table 7.3). With the application of power-to-
heat demand response in the Danish energy system, no significant change can be observed. When
adding heat storage to the Danish system instead of demand response, the uptake of hydro, wind and
solar power increases slightly, while the remaining thermal generation decreases.

Table 7.3: European Union (EU) electricity mix across scenarios [TWh] (Difference to Baseline

scenario). Electricity sources contributing less than 0.1% of the total electricity demand have been
removed.

Baseline Demand response Heat storage

Hydro 668.63 668.82 669.05
(±0.0%) (+0.03%) (+0.06%)

Nuclear 342.67 342.56 342.34
(±0.0%) (-0.03%) (-0.1%)

Wind 1817.5 1817.53 1818.47
(±0.0%) (±0.0%) (+0.05%)

Solar 1092.88 1092.39 1093.73
(±0.0%) (-0.04%) (+0.08%)

Biomass 240.76 240.64 240.21
(±0.0%) (-0.05%) (-0.23%)

Hydrogen 143.43 143.32 142.79
(±0.0%) (-0.07%) (-0.44%)

Gas 205.36 205.34 205.12
(±0.0%) (-0.01%) (-0.12%)

On a Danish level, we can observe a similar pattern compared to the European level (table 7.4).
Again, the sole introduction of power-to-heat demand response yield a significant change compared to
the Baseline. Heat storage investments decrease the remaining fossil generation, with biomass and
coal-fired generation decreasing by 43% and 58% respectively. Generation from wind and solar power
is 0.94% and 2.7% higher than in the Baseline.

Cross-border trade

With its location between different electricity systems, electricity trade plays a particularly prominent
role in the Danish power system. In the baseline scenario, electricity imports amount to 29.07 TWh,
equivalent to 45% of the annual domestic demand (table 7.5), exports being 16.47 TWh higher, making
Denmark a net-exporter of electricity (table 7.6). Germany, Sweden, Netherlands and the UK are net-
importers of Danish electricity, whereas Denmark’s imports from the Norwegian power system exceed

188



Table 7.4: Danish electricity mix across scenarios [TWh] (Difference to Baseline scenario). Electricity
sources contributing less than 0.1% of the total electricity demand have been removed.

Baseline Demand response Heat storage

Hydro 0.05 0.05 0.05
(±0.0%) (+-0.0%) (+0.79%)

Coal 0.05 0.05 0.05
(±0.0%) (+1.19%) (-2.74%)

Wind 59.5 59.47 60.06
(±0.0%) (-0.04%) (+0.94%)

Solar 5.39 5.4 5.53
(±0.0%) (+0.23%) (+2.66%)

Biomass 0.11 0.1 0.06
(±0.0%) (-5.53%) (-43.15%)

Gas 0.01 0.01 0.01
(±0.0%) (-13.02%) (-57.65%)

its exports. In the Demand response scenario, total imports increase slightly, as do exports. In the
Heat storage scenario, imports are 1.14% lower and exports 0.69% higher than in the Baseline.

Table 7.5: Danish electricity imports across scenarios [TWh] (Difference to Baseline scenario)

Baseline Demand response Heat storage

GER 6.85 6.83 6.42
(±0.0%) (-0.34%) (-6.21%)

NOR 9.68 9.74 10.03
(±0.0%) (+0.55%) (+3.57%)

SWE 6.91 6.94 6.75
(±0.0%) (+0.38%) (-2.38%)

NL 0.75 0.74 0.65
(±0.0%) (-1.37%) (-13.37%)

UK 4.87 4.88 4.89
(±0.0%) (+0.29%) (+0.29%)

Total 29.07 29.13 28.74
(±0.0%) (+0.21%) (-1.14%)

Costs of electricity

In the Baseline scenario, OPEX on a European and Danish level stand at 7.23 and -8.7 EUR/MWh
(table 7.7). Note that the Danish cost include electricity imports and exports, and are thus negative.
The Demand response scenario allows for slightly lower cost, both on a continental and domestic
level. Again, Heat storage exceeds the savings made with the introduction of power-to-heat demand
response at cost reductions of 0.23% and 15.1%. In the interpretation of these numbers, it is important
to note here that the cost structure of largely VRES-based electricity systems, such as the one analysed
here, is dominated by CAPEX rather than OPEX.

The Danish cost savings appear to be mainly related to the combination of lower import costs and
higher export revenues, rather than a reduction in dispatch cost (table 7.8). Note that the achieved
relative cost savings exceed the changes in import and export quantities significantly across scenarios.
That suggests heat storage and demand response to shift electrified heating demand towards periods
of favourable prices in the neighbouring electricity systems, allowing imports at lower and exports at
higher per-unit prices.

It should be noted that the numbers presented here heavily depend on the approach for calculating
import costs and export revenues from a Danish perspective. Here, we assume both to be priced at
the marginal generation costs of the respective interconnected electricity system. Alternatively, one
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Table 7.6: Danish electricity exports across scenarios [TWh] (Difference to Baseline scenario)

Baseline Demand response Heat storage

GER 17.9 17.99 18.37
(±0.0%) (+0.51%) (+2.63%)

NOR 4.11 4.07 3.77
(±0.0%) (-1.03%) (-8.17%)

SWE 11.57 11.56 11.67
(±0.0%) (-0.04%) (+0.87%)

NL 5.26 5.27 5.34
(±0.0%) (+0.11%) (+1.58%)

UK 6.7 6.7 6.7
(±0.0%) (-0.1%) (-0.09%)

Total 45.54 45.58 45.85
(±0.0%) (+0.09%) (+0.69%)

Table 7.7: OPEX across scenarios [EUR/MWh] (Difference to Baseline scenario). Danish numbers
assume electricity imports and exports to be priced at the marginal generation costs in the respective
neighbour country.

Baseline Demand response Heat storage

DK (per MWh) -8.7 -8.9 -10.01
(±0.0%) (-2.29%) (-15.1%)

EU (per MWh) 7.23 7.23 7.21
(±0.0%) (-0.04%) (-0.23%)

could also apply marginal costs of electricity flows on the interconnectors or use marginal generation
costs in Denmark.

Table 7.8: Danish electricity cost structure across scenarios [M EUR] (Difference to Baseline scenario)

Baseline Demand response Heat storage

Domestic generation 5.56 5.22 3.15
(±0.0%) (-6.12%) (-43.3%)

Import costs 256.67 251.53 216.02
(±0.0%) (-2.0%) (-15.84%)

Export revenues 826.88 834.33 869.08
(±0.0%) (+0.9%) (+5.1%)

Total -564.65 -577.58 -649.91
(±0.0%) (-2.29%) (-15.1%)

Heat storage investments

Table 7.9 shows heat storage capacities and annualized investment costs across scenarios, with the
Demand response scenario not featuring heat storage. In the Heat storage scenario, Frigg chooses
to invest in 342.7 GWh-heat of storage, corresponding to roughly 45 hours of average annual electrified
heat load.

7.7 Limitations and future research

This case study analyzes the role of power-to-heat demand flexibility (end-consumer demand response
and heat storage) on the Danish electricity system of 2050 based on the Techno-Friendly scenario. We
have developed an extension of Frigg, a soft-linking framework for integrating non-linear price-based
demand response models in large-scale energy system analysis. Our modelling approach allows for a
more realistic large-scale analysis of demand response than most existing tools. Frigg was applied to
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Table 7.9: (Electrified) heat storage capacities and investment cost across scenarios

Baseline Demand response Heat storage

Capacity [GWh] - - 342.70

Annualized investment cost [M EUR] - - 51.94

couple Plan4EU, a dispatch model of the European energy system, with a flexibility function modelling
Danish heat demand response.

Our numerical results suggest significant cost savings and increased VRES uptake with the intro-
duction of power-to-heat demand flexibility. Here, both cost savings through demand response and
heat storage are significant highlighting the importance of the Danish heating sector as a source of
energy system flexibility.

Given that our results are based on several assumptions outlined in section 7.3, we recommend the
following lines of future research in particular:

• Further improvements of the soft-linking approach and the approximations it makes.

• Evaluating our approach of modelling demand response as an indirect against assuming it a
direct control problem.

• Modelling the Danish heating sector in greater detail: This could include the separation of indi-
vidual and district heating, a higher spatial resolution and time-varying heat pump performance.

• The inclusion of non-electrified heating flexibility and a more detailed modelling of the Danish
heating sector and building stock.

• The addition of a capacity expansion model to analyse the impact of power-to-heat flexibility
on energy system investments.
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[10] Dominik Franjo Dominković et al. “Implementing flexibility into energy planning models: Soft-
linking of a high-level energy planning model and a short-term operational model”. In: Applied
Energy 260.December 2019 (2020), p. 114292. issn: 03062619. doi: 10.1016/j.apenergy.2019.
114292. url: https://doi.org/10.1016/j.apenergy.2019.114292.
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Abstract

As the world continues to shift towards cleaner and more sustainable energy, various technologies
and strategies are being explored and developed for energy storage and supply. The power-to-gas
technology has been highlighted as a promising way to address the current energy crisis due to
its high storage capacity and long lifetime compared to other systems. Recent studies have shown
that achieving a zero emissions target by 2050 is possible through aggressive policies focusing on
promoting clean fuels with fewer emissions. In this case study, we explored power-to-gas and storage
technologies further, and their potential impact on meeting future energy demands sustainably.
Advancements in technology, including intelligent dispatching through advanced storage solutions
like power-to-gas technology, are presenting new ways to store and supply energy efficiently and in
a flexible way. One idea is to produce green hydrogen through electrolysis and blend and store it
together with natural gas (up to 20%), as in Turkey natural gas storage facilities and their capacity
have been increasing steadily. One can also continue using green hydrogen and further produce
and store synthetic methane in underground storage facilities. Both cases (hydrogen and synthetic
methane storage for Turkey) are studied in this case study, which provides an overview of how
natural gas storage solutions can provide flexibility for natural gas import dependent countries like
Turkey by 2050. This case study investigates the role of natural gas storage in the current and
future Turkish energy systems in transition. It is shown that the use of power-to-gas technology for
producing hydrogen and/or methane can enhance flexibility in energy supply systems, particularly
during the transition to low-carbon energy system. The result of the case study will promote the
use of renewables and therefore lead to a low-carbon energy system. The impact of carbon pricing
and decreasing cost of renewables as well as the natural gas storage availability will allow policy
makers to make decision about renewables.

Public 195



D6.2 Case Study Results

8.1 Introduction

Until the recent strengthening of European climate ambitions in the framework of the “Green Deal”,
the role of natural gas in the decarbonising European energy system was unclear and many expected
a long-term role as “bridge fuel” [9]. Facing an increasing global demand for energy and, at the same
time, the need to drastically and rapidly reduce carbon dioxide emissions, green gases have gained
increasing attention for tackling the various challenges of the energy transition. In this context, the
production of green hydrogen, either for direct use or for further processing to, e.g., green methane,
plays a crucial role. Yet, as of 2019, about 95% of global hydrogen production is based on fossil fuels,
mainly steam reformation of natural gas, causing large amounts of CO2 emissions. The remaining 5%
are a by-product from chlorine production (water electrolysis employing the current electricity mix).
So far, there exist hardly any (green) hydrogen production based on renewable electricity.

For the large-scale implementation of green, renewables-based gases, several competing strategies
are possible and currently discussed. First, a direct shift from natural gas to green hydrogen with
parallel infrastructure in the short to medium run. Second, the production of green synthetic methane
which can be used within the existing natural gas infrastructure. Third, the blending (mixing) of
green hydrogen with natural gas within the existing natural gas infrastructure.

Each of these strategies to integrate green gases has specific strengths and weaknesses. For instance,
methanation of green hydrogen and subsequent injection in the existing natural gas framework suffers
from a low overall efficiency of only about 40% with respect to electricity input in production. By
contrast, while overall efficiency is higher when directly using green hydrogen, a shift away from natural
gas requires substantial investments in new hydrogen-ready infrastructure or in the adaption of existing
infrastructure. Finally, blending green hydrogen with natural gas may appear as the optimal solution
for a gradual transition at first glance. Yet, (seasonal/variable) blending is likely to be only feasible
for relatively low shares of hydrogen and may cause problems when gas purity is required (chemical
industry) or when a constant stream of energy is necessary. One must keep in mind that the energy
content per volume (at ambient pressure) is higher for natural gas than for hydrogen.

Thus, the choice of the optimal transformation strategy depends on country-specific conditions like
the availability of renewable (surplus) electricity generation but also on techno-economic parameters
like process-efficiency and current and expected future investment costs. This case study report sheds
some light on these questions and provides results for the Turkish case. By evaluating different
strategies to green gas supply in Turkey, lessons for the rest of Europe can be drawn.

The Turkish energy system is in transition towards to more renewable, but the role of natural gas
is still important and will be considerable in future. Although its role is expected to be important,
the level of demand is also expected to change due to dynamic conditions in energy system. The cost
of renewables is decreasing, the carbon pricing becomes important and a low carbon energy system
is desired. A more secure, flexible, sustainable, and reliable energy supply is preferred. The energy
storage capacity and means are developing and expected to be more common in future. The policy
makers need long term analysis to make decision for the future energy system.

This case study investigates the role of natural gas storage in the current and future Turkish energy
systems in transition. The result of the case study will promote the use of renewables and therefore
lead to a low-carbon energy system. The impact of carbon pricing and decreasing cost of renewables as
well as the natural gas storage availability will allow policy makers to make decision about renewables.

Power-to-gas provides a new level of flexibility in the energy supply system by producing hydrogen
and/or synthetic methane. Renewable gas from the power-to-gas conversion of surplus renewable
electricity can be stored in natural gas storage either in the form of partially blended hydrogen (thru
electrolysis) with natural gas or fully blended synthetic gas (thru electrolysis and methanation) with
natural gas. Additionally, the study emphasizes the need for decarbonized sources of natural gas, to
ensure the long-term viability of natural gas storage as an option for the energy transition.

The study also examines the potential for integrated energy systems that deeply interconnect
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electricity and natural gas infrastructure. Moreover, the study highlights the importance of using
decarbonized natural gas (i.e. synthetic methane) and power-to-gas technology (i.e. electrolizers) to
ensure the sustainability and viability of storage as an option for transitions to low-carbon energy.
The use of power-to-gas technology for producing hydrogen and/or methane can significantly enhance
flexibility in energy supply systems, particularly during the transition to low-carbon energy. Through
the conversion of surplus renewable electricity to renewable gas, natural gas storage can be used as an
ideal option for storing this energy. However, in order to ensure long-term viability and sustainability
of natural gas storage as an option for energy transition, the use of decarbonized natural gas and
power-to-gas technology is crucial.

Additionally, integrating natural gas infrastructure in integrated energy systems can further en-
hance flexibility within the energy supply system. This ”Case Study 8 Report” underscores the
importance of natural gas storage in contributing to the integration of intermittent renewable energy,
providing flexibility within energy supply systems, and potentially playing a significant role in the
future energy system.

Under the light of the presented situation, the research questions can be summarized as below.

• Is it possible to develop a long term model to integrate power-to-gas infrastructure to the current
Turkish energy system considering the increasing share of renewables and demand for natural
gas?

• What will be the model outputs in each scenario when the long term energy system is analyzed
and run using GENeSYS-MOD-Turkey?

• What will be the natural gas, synthetic methane and hydrogen production and use in each
scenario as well as storage dispatch and possible takeouts from these results?

• What should be the natural gas storage capacity in future energy system of Turkey?

8.2 Background

8.2.1 Background: Turkish energy system

The energy system in Turkey still heavily relies on fossil fuels, and the country is not considered
rich in terms of fossil fuel resources. Almost all of the oil and natural gas resources are imported as
well as the important share of the coal. According to the latest reports, the electricity generation in
2022 is provided from coal (34.6%), natural gas (22.2%), hydro (20.6%), wind (10.8%), solar (4.7%),
geothermal (3.3%) and other resources (3.7%). As of April 2023, the installed electricity capacity
is 104 496 MW while hydro (30.2%), natural gas (24.3%), coal (20.9%), wind (11%), solar (9.5%),
geothermal (1.6%) and other (2.5%) are the main capacity components. Another report shows that
the primary energy consumption in Turkey is 6 163 petajoules (147.2 Mtoe) in 2020 and solid fuels
(27.6%), oil and derivatives (28.7%), natural gas (27%), and renewables (16.7%) are the main resources.
[18].

Turkey is located in the middle of Caucasian and Middle Eastern countries, which are natural gas
exporting countries. The country is located on the crossroads of pipeline networks and aims to be
an energy hub, and transmission corridor to Europe. Hence, storage capacity is important for this
objective. Figure 8.1 shows the main components of the oil and gas infrastructure whereas Figure 8.2
shows the natural gas network in Turkey [18]. .
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Figure 8.1: Turkish Oil and Gas Infrastructure (Source:[4]

Figure 8.2: Natural gas network of Turkey (Source:[4]
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In Turkey, procurement, distribution, tariff determination, and wholesale of natural gas are man-
aged by the main supplier company, Petroleum Pipeline Corporation (BOTAS). Figure 8.3 summarizes
the natural gas supply network structure in Turkey[1].

Figure 8.3: Natural gas supply chain of Turkey

The objective of the market mechanism in Turkey is to reach a reliable, minimum cost, competitive
supply, a transparent market, and supply security. Storage operations can be useful in managing
demand fluctuations in the market, sudden demand increases, seasonal changes, and supply security.
An adequate storage capacity is essential for such purposes. The storage of natural gas is currently
limited in Turkey with a total capacity of 6.28 billion cubic meters (bcm), which is around 10% of the
annual demand in Turkey [18].

Turkey has increased its natural gas storage capacity in recent years to help the supply and demand
balance. The natural gas can be stored in the Silivri, Kuzey Marmara, Değirmenköy and Salt lake
natural gas underground natural gas storage facilities, as seen in Figure 8.2. Especially Salt lake
facility has added a significant capacity to this storage and the amount of capacity that is available in
this facility is increased for eligible natural gas suppliers and consumers. A supplier and consumer may
apply for a storage capacity and the natural gas can be stored, injected and withdrawn to the national
pipeline upon request. On the other hand, natural gas can be stored as LNG in several facilities that
belong to BOTAŞ. Power-to-gas, on the other hand, provides an opportunity for the Turkish energy
system to produce gas (either through natural gas blended with hydrogen or production/storage of
synthetic methane).

8.2.2 Technology background: The power-to-gas value chain

Green hydrogen, that is, the water-electrolysis based production of hydrogen with renewable electricity,
is potentially an important substitute for natural gas in many applications.1 Yet, a rapid transition
from natural gas to green hydrogen is unlikely and will probably take place earlier in some sectors
than in others. Thus, for a rolling transition, the question arises whether it is possible to (partially)
use existing infrastructure for hydrogen or, alternatively, to which extent natural gas can be blended
with green hydrogen.

1Other ways to produce emission-free hydrogen, e.g., steam-methane-reformation with or without carbon capture and
storage are not considered here.
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Figure 8.4 shows the methodology that will allow the utilization of hydrogen or synthetic methane
after methanation.

Figure 8.4: Power-to-gas infrastructure

Limits to blending hydrogen with methane

Independently of the level of admixture of hydrogen, the blending of natural gas is only possible in
cases where natural gas is not used as raw material (feedstock) which would require a high degree
of purity of the methane. Apart from that, blending of up to 20% in natural gas pipelines is found
to be feasible with only minor modifications [13]. Yet, the maximum feasible degree of blending and
associated adaption costs depends highly on the specific application. This must be assessed on a
case-by-case basis. Figure 8.5 shows that the limitations to blending in various cases.

Figure 8.5: Limitations to blending (Source: [11])

Further possible obstacles to blend a high share of hydrogen in natural gas pipelines are:

• The lower energy density of hydrogen that requires higher energy flows (e.g., for a 20% blend of
H2 or 15% higher flow rates are required), implying larger compression energy demand.
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• When pure hydrogen or natural gas is needed, hydrogen and natural gas must be separated,
which requires additional infrastructure near the pipeline exit point or the demand site and
leads to additional costs.

Underground hydrogen storage

Underground storage has three main advantages: large volume, low costs, and operational safety.
Different kinds of porous rocks (depleted oil and gas fields, aquifers) and (artificial) underground
spaces (salt caverns, disused mines) are used for natural gas storage and have been considered in
the literature for underground hydrogen storage. However, as highlighted by [23], there is yet only a
little experience with underground storage of hydrogen. To date, there are only a few demonstration
projects with hydrogen.

According to the International Energy Agency, in 2018, several hundred underground natural gas
storage facilities with a working gas capacity of 2377 bcm (billion cubic meters) were in operation
worldwide, of which 1057 bcm were located in Europe [12] (including Turkey and the Balkan, but
excluding Ukraine and Belarus, excluding storage at LNG import terminals). The distribution of
underground storage facility working gas capacity by type of geological structure in Europe is given
in Figure 8.6. The majority of underground storage capacity in Europe still is in depleted oil and gas
fields (almost 80%), but the share of salt caverns has increased substantially in the last two decades
to more than 15%.

Figure 8.6: Working gas capacity by storage type in 2018 (Source: [12])

Each geological structure has specific advantages and disadvantages for storing hydrogen, which is
systematically summarized in the Table in Figure 8.7. For each of the three types of geological struc-
tures, capital investment costs (CAPEX) mainly comprise compression, purification, and dehydration
infrastructure. Moreover, for new salt caverns, dissolution, i.e., creating storage volume, can entail
substantial further costs. The literature also points out that the necessity of cushion gas ( 30-50%)
to provide a minimum pressure incurs further costs. The following values are given for total CAPEX
[23]:

• depleted hydrocarbon deposits (1.23 USD/kg of stored hydrogen)

• aquifers (1.29 USD/kg)

• salt caverns (1.61 USD/kg)

• hard rock caverns (2.77 USD/kg)
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While these CAPEX costs give a first impression, they may largely depend on the specific storage
site. A precise accounting of costs also requires to include variable (operational) costs (OPEX), like
electricity inputs for compression etc. [23, 22].

Figure 8.7: Relevant geological, technical, environmental costs of various options for underground
storage (Source: [23])

In the literature, salt caverns are largely considered the most promising type of underground
hydrogen storage [23, 5], due to their lower cushion gas requirement ( 30%), and most importantly
their impermeability and advantages with respect to potential contamination of stored hydrogen [5].
Moreover, salt caverns can be operated relatively flexibly with several injection/withdrawal cycles per
year. [17] point out that, in contrast to depleted gas fields, availability of salt caverns may be limited
in some places. However, salt caverns are man-made structures and can potentially be constructed in
many more places than where they currently exist.

[5] find a total technical storage potential of 84400 TWh of salt caverns (LHV, working gas, i.e.,
already accounting for cushion gas), 27% (23.2 PWh) of which are onshore. Potential indicates that
salt caverns need to be leached (i.e. constructed) first to create storage capacity. Realizable potential,
accounting for economic and ecological limitations, may be substantially lower. If the maximum
distance to the shore (to allow for easy brine disposal) is constrained to below 50 km, onshore potential
reduces to 7300 TWh. The distribution of storage capacities across Europe with the respective energy
density (which accounts for storage pressure) is given in Figure 8.8. Country-specific storage capacities
are given in Figure 8.9. In Turkey, one salt cavern facility has been under construction in the last
years, Lake Tuz. It is reported to reach a capacity of up to 5.4 bcm (billion cubic meters) by 2023,
with pressures up to 210 bar. Assuming a maximum pressure of 160 bar during operation and 30%
cushion gas, this amounts to about 1790 TWh hydrogen storage capacity.
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Figure 8.8: Distribution of potential salt caverns across Europe (the graphic partially covers Turkey)
with corresponding energy density (Source: [5])

Reassignment of Natural Gas Pipelines (100% hydrogen)

Research in the last years has increasingly focused on the introduction of pure hydrogen in the en-
ergy system instead of admixing. To avoid stranded investments, the possibility to reassign natural
gas transport infrastructure, especially pipelines, for pure hydrogen, plays a key role in the discus-
sions. The costs of natural gas pipeline reassignment are investigated in [6] and [19]. Four competing
reassignment methods of gas pipelines must be distinguished:

• Use of pipelines without substantial modifications while managing hydrogen-induced material
degradation (e.g., higher maintenance frequency),

• Admixture of inhibitors to the hydrogen stream,

• Inner coating of pipelines,

• Implementation of an additional pipeline within existing ones.

The main challenge in reassigning natural gas pipelines for pure hydrogen is to avoid material
failure, especially fracturing of metal (so-called hydrogen embrittlement). Thus, most of the four
reassignment methods tackle fatigue crack propagation of X42 and X70 steel, which is commonly used
for natural gas pipelines, by minimizing contact/reactions between steel and hydrogen. Table 8.1
summarizes the strengths and weaknesses of each pipeline reassignment method. As pipe-in-pipe and
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Figure 8.9: Total cavern storage potential in Europe classified as onshore, offshore and within 50km
of shores (Source: [5])

coating potentially require large costs due to excavation of pipelines, [6] focus on the two options to
either use gas pipelines without further modifications or with admixture of inhibitors.

Table 8.1: Strengths and weaknesses of pipeline reassignment alternatives (Source: [6] and references
therein)

Reassignment alternative Strengths Weaknesses
Pipeline without modification Few modifications are required Increased material degradation

Limited material fracturing under static load
Coating Specific protection layer against H2 embrittlement No known on-site coating procedures

Developed industrial process on metal surfaces Excavation of pipelines probably required
Inhibitors (O2, CO, SO2) Limited modifications are required Toxicity and security risks

Protection layer undermining hydrogen permeation Purity requirements of H2 processing
and of fuel cells

Pipe-in-pipe Combined benefits from inner and outer pipeline Additional material required
Excavation of pipelines probably required

As highlighted in [6], without further modifications, the use of existing gas pipelines for pure hydro-
gen may result in crack growth that would be accelerated by a factor of up to 5-15 (compared to regular
natural gas operations), thereby inducing higher operational and maintenance costs (OPEX) as well
as a reduced pipeline lifetime. Moreover, a shift to hydrogen additionally requires new infrastructure
for hydrogen compression and pressure regulation.

For inhibitor admixture, costs depend largely on the used inhibitor (O2, SO2, CO). Again, compres-
sor stations and pressure regulation infrastructure must be replaced/adapted to hydrogen. Moreover,
post-transportation purification and re-compression may cause a further rise in CAPEX and OPEX. In
a scenario for Germany, [6] obtain additional costs for pipeline reassignment as shown in Figure 8.10.
Importantly, [6] find that total costs of pipeline reassignment using inhibitors are in general higher
than building new hydrogen pipelines. In contrast, despite higher OPEX, using existing natural gas
pipelines without modification is about 60% cheaper than building new hydrogen pipelines. Conse-
quently, only the use of existing pipelines without large modifications is seen as a feasible reassignment
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method while the admixture of inhibitors is rejected due to high costs. While the costs depicted in
Figure 8.10 give a first impression, they may largely depend on the specific pipeline material. A precise
identification of costs thus requires the direct implementation of reassignment-induced CAPEX and
OPEX changes as outlined in Figure 8.11.

Figure 8.10: Additional costs of using gas pipelines without modifications for hydrogen, for different
pipeline diameters (Source: [6])

Figure 8.11: Cost comparison of pipeline reassignment alternatives and new hydrogen pipelines
(Source: [6])

Electrolysis and methanation

The costs of water-electrolysis technologies are expected to decrease rapidly in the future. Table 8.2
presents data for costs, lifetime, and efficiency of the two most common water-electrolysis technologies,
alkaline water electrolysis (ALK) and proton exchange membrane water electrolysis (PEM). Following
[21], OPEX, lifetime, and efficiency are assumed to remain unchanged over time and are based on [22]
for both 2015 and 2030. According to [21] and [24], CAPEX of both water electrolysis technologies
will decline further after 2030 and are expected to fall to or even below 500 €/kWel by 2050.
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Table 8.2: Parameters for the two electrolysis technology types ALK (alkaline water electrolysis) and
PEM (proton exchange membrane water electrolysis) (Sources: 2015 [21]; 2030: [22])

2015 2030
ALK PEM ALK PEM

CAPEX (€/kWel) 1100 2090 550 724
OPEX (%) 1.5 1.5 1.5 1.5
Lifetime (years) 10 10 10 10
Efficiency (%) 66 71 66 71

As [24] points out, the costs for synthetic methane production are substantially higher than natural
gas prices were on average in the past years (i.e., except for the strong gas price rise in 2022). Costs of
biological methanation (i.e., production of biomethane which is a high-methane concentration variant
of biogas) are about one third higher (1200 €/kWel) than chemical methanation as presented in Table
8.3. Chemical methanation involves the combination of hydrogen with carbon dioxide. Until 2030,
[24] expect the costs of biological methanation to decrease to 300 €/kWel while that of chemical
methanation may potentially decrease even further to 130-400 €/kWel. In the case of synthetic
methane production, CAPEX also includes the capacity costs of electrical power generation for the
electrolyzer necessary to feed the methanation plant (but does not include electrolyzer costs itself).

Table 8.3: Cost parameters for methanation of hydrogen in 2015 (based on an overall average efficiency
of 41% and an electrolysis efficiency of 77%) (Source: [24])

Parameter Parameter value

CAPEX (€/kWel)1 800
OPEX (%) 2
Lifetime (years) 15
Efficiency (%)2 53

An open, yet important question with respect to the scope of large-scale methanation is the avail-
ability of (pure) CO2. As [2] point out, with ongoing decarbonization, CO2 captured from large-scale
combustion processes may become a scarce resource, leaving recovery of CO2 from ambient air (direct
air capture, DAC) as the only option. The costs of DAC are expected to be non-negligible, currently
ranging from 94-232 USD per ton of CO2. Projections indicate that costs may decline to 60$/t by
2040 [13]. Further processes are necessary during the production of hydrogen or synthetic methane,
e.g., compressors, small-scale storage etc. and their costs have to be included in a comprehensive
assessment [22].

8.3 GENeSYS-MOD-Turkey model

GENeSYS-MOD, a custom-designed global energy solution system for long-term energy models, was
used in this case study. GENeSYS-MOD, is a full-fledged energy system model originally based on
the open-source energy modeling system, called OSeMOSYS [15, 16]. The model uses a system of
linear energy system equations to search for the lowest-cost solutions for a secure energy supply, given
externally defined constraints on greenhouse gas (GHG) emissions. In particular, it takes into account
increasing interdependencies between traditionally segregated sectors, e.g., electricity, transportation,
and heating. OSeMOSYS itself is used in a variety of research to provide insights about regional energy
systems and their transition towards renewable energies. GENeSYS-MOD model is extended and
additional functionalities are implemented, e.g., a modal split for the transportation sector or relative
investment limits for the single model periods. Both the model and the data used by GENeSYS-MOD
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are open-access and freely available to the scientific community[15, 16]. This model’s importance lies
in its ability to provide insights about regional energy systems and their transition toward renewable
energies. 2

A stand-alone GENeSYS-MOD-Turkey model, which isolates Turkey from the rest of EU countries,
is used for this study [14]. The reason is to investigate the impact of flexibility options of gas storage
by excluding the imports of hydrogen or synthetic methane.

In this case study, GENeSYS-MOD v3.1 model [3] is used, but there are several modifications
to it. Firstly, only a single node model (aggregated Turkish region) is used, i.e., all regions, except
TR region, are excluded from the model’s regions set. Although, a disaggregated model for Turkey
is available in Deliverable 3.2 of OpenENTRANCE project [3], gas infrastructure data (e.g., gas
flow or daily/monthly pipeline capacities) for sub-regions are not available nor accessible through
Petroleum Pipeline Corporation (BOTAŞ). Secondly, there was an issue within the GAMS model,
regarding storage variable/parameter/equation definitions and relations. This has been corrected by
the GENeSYS-MOD developer team (by late November 2022). Thirdly, the data for Turkish energy
system is updated, as described in Section 8.5. Major parameters of the GENeSYS-MOD model are
kept the same as in the European model version, i.e,. only capacity and input/output activity ratios
of natural gas storage are modified. As there is significant natural gas storage capacity in Turkey;
creating new ways in GENeSYS-MOD-Turkey to store renewable hydrogen and synthetic methane in
these storage facilities generated results that are specific and significant to the Turkish energy system.

8.4 Assumptions and methodology

This case study aims to investigate the potential for gas (including natural gas and synthetic methane)
storage to provide additional flexibility to the energy system. In order to explore flexibility options
related to natural gas and green gases (hydrogen, synthetic methane), we consider four cases:

• No limits on natural gas imports: In this case, we have no limitations on natural gas
imports, i.e. the capacities of import pipelines and LNG (liquified natural gas) import terminals
are assumed to be unlimited. Natural gas and hydrogen storage are both possible. This is used
as a hypothetical base (reference) case.

• No H2 blending: This case limits the natural gas imports in certain time periods (i.e., from
December to March), hence a need for natural gas storage can emerge. We have selected these
time periods based on monthly natural gas demand between 2018-2022, as highlighted in Figure
8.12.

2See https://www.iamcdocumentation.eu/index.php/GENeSYS-MOD and references therein.
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Figure 8.12: Monthly Turkish Gas Demand in 2018-2022 (Source: [7])

• H2 blending: In this case, hydrogen can be blended into natural gas storage, as opposed to ”No
H2 blending” case. This is achieved through modifying the model parameter,”Input Activity
Ratio” of natural gas storage gradually, from 100% natural gas and 0% hydrogen in 2018 to 80%
natural gas and 20% hydrogen by 2030. This 20% hydrogen blending into natural gas storage
strategy by 2030 is a target of the Turkish energy system as discussed in [20].

• Synthetic methane storage: In addition to the ”H2 blending” case, this case considers the
storage of synthetic methane in natural gas storage from 2040 to 2050. In this case study,
under all cases and scenarios, natural gas use ends before 2040 (except GD scenarios which ends
before 2045) and synthetic methane production through methanation takes place as early as 2040
(except GD scenario which takes place after 2045). Therefore, we have assumed that natural
gas can be replaced by synthetic methane after 2040. In order to model this in GENeSYS-MOD
GAMS model, we have modified the ”Input Activity Ratio” as well as ”Output Activity Ratio”
parameters in the model in order to replace natural gas by synthetic methane from 2040 to 2050
(for GD scenarios, 2045 to 2050).

Although Turkey has a natural gas storage capacity of 6.28 billion cubic meters (bcm), we assume
that the storage can be increased in future. The proposed model assumes that the storage capacity
is available (10 bcm by 2025 and stays constant until 2050), and hence finds the amount of natural
gas to be stored. The technical details of the storage, whether it is a cavern or another geological
structure depends on future research and necessities. The long term energy system is analyzed based
on the model results for scenarios, the outputs are analyzed to extract useful information for decision
making for the future of the Turkish energy system.

Same technological scope of GENeSYS-MOD-Europe [15], namely electricity, heat and trasporta-
tion was used when running GENeSYS-MOD-Turkey for this case stıdy. Available technologies, their
costs, capacities, availabilities and efficiencies, demand profiles, emission costs were kept same as well.
We have carefully checked the changes in the costs of methanation and electrolysis in the input file and
we found they agreed with the literature. We have updated the natural gas storage amounts and their
charging and discharging rates in GENeSYS-MOD-Turkey. The time step of the simulations were 73
hours which was smaller than the one used to run GENeSYS-MOD-Europe scenarios. We have also
used same four openENTRANCE pathways (scenarios) that the GENeSYS-MOD-Europe uses, namely
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Gradual Development (a 2°C scenario), Techno-friendly, Societal Commitment and Direct Transition
(all 1.5°scenarios).

In light of this, the case study report presents analyses and shows that a comprehensive analysis
of natural gas storage facilities is necessary to ensure economic viability for an energy system. The
report stresses the important role of renewable energy technologies, such as power-to-gas facilities,
in the low-carbon energy transition. Without careful consideration of these factors, investment in
natural gas storage facilities may result in stranded assets and have negative economic impacts. The
case study report does not include the following operational, economical and technical details that
was mentioned in Deliverable 5.2, such as hourly dispatch of storage, cost-benefit analysis of natural
gas storage, the change in the use of methanation and electrolysis when market prices change and
comparison of salt cavern storage with other storage types (e.g., batteries, EVs, hydropower). The
current version of GENeSYS-MOD is not capable of modeling, for example, the change in the use of
methanation when market prices change.

8.5 Data Collection

By selecting four pathways from recent studies, the implementation of the four scenarios in GENESYS-
MOD is completed [3]. Called OpenENTRANCE pathways, they contribute to understand the drivers,
uncertainties, strategies and consequences of the energy transition. The calculated carbon costs to
reach 1.5/2.0 degree targets and their corresponding developments are one of the main distinctions
between these four scenarios. Directed Transition (DT), Gradual Development (GD), Societal commit-
ment (SC), and Techno Friendly (TF) scenarios assume different political, technological and societal
sets and hence the carbon prices and its pathways in the future differ [2]. The carbon price is im-
plemented exponentially, with a low price in the early model periods and a high price in the latter
model periods, for the GD, SC, and TF scenarios. In contrast, the DT scenario assumes that the price
of carbon will increase linearly. This results in substantially higher carbon prices in the time period
between 2025 and 2040 compared to all other scenarios, due to the strong policy measures put in place.
Overall, in 2050 SC scenario requires the highest carbon price to reach its 1.5°C compatible pathway
goal with 1275€/tCO2 (mostly due to the absence of carbon dioxide removal technologies being avail-
able making complete carbon neutrality challenging), followed by DT scenario with a required carbon
price of 1000€/tCO2.

GENeSYS-MOD-Turkey is a stand-alone (only Turkish energy system) version of the pan-EU
GENeSYS-MOD v3.1, but includes updates for Turkish energy data from various sources. Detailed
energy input data for Turkey is available in the model:

• Gas storage capacity of Turkey (10 bcm in 2025 from Petroleum Pipeline Corporation (BOTAS))

• Hourly generation profiles, hourly load profiles (available in current GENeSYS-MOD v3.1 database)

• Energy demand (updated for Turkey model from Ministry of Energy and Natural Resources [18]
for power, but heat demand from GENeSYS-MOD v3.1 database)

• Transportation data (from several sources, such as statistics from Ministry of Transport and
Infrastructure, Ministry of Environment, Urbanisation and Climate Change)

• Installed capacities and generation/production mix per technology and sector (from the trans-
parency platform of Energy Exchange Istanbul (EXIST)) [8]

• Energy balances (from Ministry of Energy and Natural Resources)[18]

• Generation/production costs (available in current GENeSYS-MOD v3.1 database)

• Minimum storage requirements (assumed as 10% of overall storage capacity)
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• Seasonal variations in natural gas imports (specifically between December & March, based on
monthly variations as depicted in 8.12

• 73-hour steps for all scenarios (as described in [15], one can use 24n + 1, where n = 3 allows
equal day/night time slices)

• Hydrogen blending rates of 5, 10, and 20 % of which 20 % is the final blending target until the
year 2030 and beyond (as discussed in [20]). Once H2 is blended into the natural gas (CH4)
system, we consider it as CH4 and do not envisage later separation of the blended H2 from the
CH4 stream.

The details about the data, model files can be found in GENeSYS-MOD-Turkey GitHub page [14]
The next section discusses the results of the cases among scenarios.

8.6 Results of case study

GENeSYS-MOD-Turkey model results are extensive and they can be used for many different aspects.
In order to illustrate the model results, they are grouped under four cases (namely, No limits on
natural gas imports, No H2 blending, H2 blending, and Synthetic methane storage). The results for
each case are also classified for all four scenarios (e.g., DT, GD, SC and TF).

[15]

Figure 8.13: Primary energy production in D3.2 Results vs. Case Study 8

Figure 8.13 compares the primary energy for Turkey from Deliverable 3.2 (referred as D3.2 there-
after) of OpenENTRANCE project [3] and this case study’s ”No limits on natural gas imports”(referred
as CS8 thereafter). As clearly seen, there is quite difference in results for solar as energy carrier. In
D3.2, import/export among EU allows countries such as Turkey and Spain to be net hydrogen and
synthetic methane exporters (see section 3.3.1 and Figure 3-4 in [3]). Hence there is an increasing
requirement for solar resources in hydrogen (and therefore synthetic methane) production. But, in
CS8, there is no such requirement. Since, the focus is on flexibility options of natural gas storage fa-
cilities and their impact on the Turkish energy system in the future by excluding the imports/exports
of hydrogen or synthetic methane.

Figure 8.14 provides the primary energy by energy carrier for all cases. The natural gas is signifi-
cantly reduced by 2040in line with the strong increase of CO2 prices which evict fossil, CO2-intensive
energy carriers from the energy system. Not surprisingly, coal disappears from the system even earlier,
in most scenarios during the 2030s.

Among the renewable technologies, onshore wind takes the largest role with about half of pri-
mary energy production in 2050. But solar PV also contributes a large share to the primary energy
production (about 1/3 by 2050).
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Figure 8.14: Primary energy production in all cases

Figure 8.15: Natural gas production and use

Figure 8.15 shows natural gas production and use in all cases. Natural gas supply (upper part
of the diagrams) is almost zero in all scenarios after 2040. The imported natural gas is continuously
decreasing in the next decade. At the same time, the use of natural gas declines after 2025 (in the
1.5°C scenarios DT, SC, and TF) and 2030 (in the 2°C scenario GD).

Public 211



D6.2 Case Study Results

Today, natural gas is used for a large variety of uses in Turkey such as power generation but also
heat production, both as final energy consumption (i.e., direct use of natural gas in buildings) as
well as in combined heat and power generation (CHP). Industrial use (mostly in high-temperature
heat processes) is relatively small compared to other European countries. In the absence of carbon
capture and storage (CCS) technologies available [10], these uses are replaced by different technologies
in a future decarbonized energy system [25]. In the power sector, renewable electricity generation
(mainly solar and wind) replaces the base-load generation and carbon-free flexibility options such as
hydropower, batteries and H2 electrolysis take over gas power’s role in balancing the electricity grid.
In heat provision, electrified solutions such as heat pumps of different scales take over the role of
natural gas (both in buildings and replacing CHPs). In industry, some processes can be replaced by
electrified processes, others must be converted to green gases (H2, synthetic CH4).

Natural Gas storage option is not used in the scenario in which we assume unlimited, fully flexible
imports. In the other scenarios, it is quite interesting to see that the storage is increasing until 2035
and starts to decrease afterward. In all cases with storage (i.e. with and without hydrogen blending
and synthetic methane cases) the storage provides flexibility to energy system and reduces the natural
gas imports. This effect is more pronounced in the case of synthetic methane storage, as storage
facilities are continued to be used until 2050 in all scenarios.

Figure 8.16: Hydrogen Production and Use

Figure 8.16 shows the production and use of hydrogen (if there is no production and use of hydrogen
in that year, it is not shown in the figure). The total supply and use of hydrogen is similar between
the different Turkey cases and reaches almost 800 PJ by 2050 in all cases. However, there are large
variations to observe between the openENTRANCE scenarios. Most notably, total hydrogen supply
and use is smaller in the Societal Commitment (SC) scenario where it stays below 700 PJ in 2050
because energy efficiency options (i.e., conservation) are more widespread used in this scenario than
in the other scenarios. Another striking results in line with the openENTRANCE assumptions is the
larger use of H2 use in the transport sector in the Gradual Development (GD) scenario where a larger
variety of technologies is employed because the emissions target is less stringent than in the other three
scenarios. Interestingly, in the other three scenarios (DT, SC, TF) the hydrogen use in the buildings
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sector is higher than in the GC scenario and reaches up to 25% of the total use (use excluding storage,
but including methanation). Methanation, that is the further processing of H2 with CO2 to synthetic
CH4, is the largest use of hydrogen in all the 1.5°C scenarios (DT, SC, TF) and close to being the
largest in the 2°C scenario GD.

Figure 8.17: Synthetic methane production and use

Figure 8.17 shows synthetic methane production and use in all openENTRANCE scenarios and
our four case study scenarios. If there is no production and use of synthetic methane in that year,
it is not shown in the figure, e.g., for years before 2040 (and years before 2045 for GD scenarios).
Due to the technical challenges and high current costs, methanation only becomes relevant from 2040
onwards. Indeed, synthetic methane has the advantage that it can be used in the same infrastructure
for storage but also transportation as natural gas today because it is the same gas. This is contrast to
hydrogen which is a gas with different properties than natural gas and reassignment of infrastructure
is still in research (see Section 8.2.2).

Comparing our four case study scenarios, we find that, as expected, synthetic methane production
and use is more significant when synthetic methane storage is allowed. In this case, synthetic methane
storage helps providing inter-seasonal flexibility in the energy system. On the use side, we see that the
majority of the synthetic methane replaces natural gas in the industrial sector (between 50% and 74%
in 2050, depending on the scenario). In the 1.5°C scenarios (DT, SC, TF), synthetic methane also
plays an important role in the power sector as fuel for backup gas turbines when renewable generation
is low. In the 2°C scenario (GD), which allows for slightly higher greenhouse gas emissions, natural
gas is used as backup in the power sector. The use of synthetic methane in buildings is low because
electrification of heat supply is cheaper than using methanized hydrogen.
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Figure 8.18: Storage use by storage facility type

Figure 8.18 shows use of hydrogen storage and natural gas storage facilities among scenarios and
cases. When natural gas imports are limited by import infrastructure capacities, natural gas storage
facilities are used to store natural gas. This means, in turn, that in the base (reference) case. ”No
limits on natural gas imports”, there is no natural gas storage usage because imports react flexibly to
the changes in consumption during the year. Hydrogen storage in all cases is increasing until 2050 and
provides flexibility as well. Whenever natural gas storage facilities are available to store additional
hydrogen in the form of hydrogen blending and synthetic methane storage; the amount of hydrogen
can shift between hydrogen storage and natural gas storage, especially in GD and SC scenarios. In all
other cases, natural gas storage provides inter-seasonal flexibility by balancing gas supply and demand.
Natural gas consumption in the Turkish household sector typically fluctuates during the year due to
the high use for space heating in the winter months (see ??).

With decarbonization advancing over time, natural gas use and storage is phased out until 2050 in
almost all scenarios. Only in the case with synthetic methane storage, this “synthetic natural gas” is
stored for longer, i.e. until 2050 in all openENTRANCE scenarios except DT scenario (which places
a focus on hydrogen). Clearly, storage provides a much-needed inter-seasonal flexibility to balance
intra-year demand fluctuations, in particular from the household sector. At the same time, gas storage
capacity is increasingly used to storage hydrogen which starts in all scenarios during the 2030s. The
rationale for hydrogen storage goes beyond today’s summer-winter balancing. Indeed, underground
storage can also balance other supply-demand, e.g. hydrogen from a period with high renewables
production that is later used in hydrogen-fueled power plants to generate electricity in low-renewables
periods. This flexibility role of hydrogen increases with the higher share of renewables over time. By
2050, the hydrogen storage use even surpasses the methane storage usage in any previous model year.
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Figure 8.19: Natural gas storage use by fuel type

Figure 8.19 shows use of natural storage facilities by fuel type (natural gas, synthetic methane and
hydrogen). Natural gas storage use is the largest in the less stringent climate scenario, i.e. in the 2°C
scenario GD (Gradual Development). In this scenario, natural gas plays a role for longer in the energy
system than in the other, 1.5°scenarios. Yet, natural gas storage use stops in 2050 in this scenario,
too, in order to reach climate targets.

With hydrogen blending, hydrogen is stored together with natural gas and with synthetic methane
storage (cases (c) and (d)), per our model assumptions. We do not model a case in which hydrogen
is stored separately from (natural or synthetic) methane in natural gas storage. Synthetic methane
storage is included as option only in case (d). Synthetic methane storage only starts after 2040 and is
then stored along with hydrogen and natural gas in natural gas storage facilities. Synthetic methane
storage does not start earlier because the – costly – synthetic methane production only becomes
part of the energy supply when decarbonization targets become very stringent and CO2 prices rise
accordingly.
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Figure 8.20: Power capacity (total and new) by source

The previous figures reflected the higher share of renewables over time by the higher use of re-
newable gases. Figure 8.20 shows directly the total and new power capacity installed. Indeeed, the
new capacity additions are mainly renewables such as solar and wind. However, there are also some
minor natural gas capacity additions until 2035, especially in the 2°C scenario GD. Capacity additions
for solar are also highest in the GD scenario while wind is mainly preferred in DT and TF. Wind
is primarily onshore wind in Turkey, with very little offshore wind capacities foreseen. At the same
time, new capacity investments for renewables and hydrogen production through electrolysis increase
strongly until 2050 in all cases and scenarios. There is hardly any variation between the cases which
favor natural gas use more (cases (a) and (b)) and those cases which favor synthetic gases (hydrogen
or methane) more (cases (c) and (d)). In other words, the long-term inter-seasonal flexibility provided
by gas has less influence on the design of the energy system than have other factors such as the CO2

price included in the openENTRANCE scenarios.
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Figure 8.21: Total levelized costs of methanation and electrolysis

Figure 8.21 shows the levelized costs of electrolysis and methanation technologies. Among the
four cases, there is only minor differences. The differences in levelized costs of methanation in early
years can be attributed to difference between current and future natural gas and electrolysis costs. The
levelized cost of electrolysis decrease until 2050, as expected, however the levelized cost of methanation
increase over time because the levelized costs include the emission costs (CO2 price). Synthetic
methane (CH4) is a carbon-emitting fuel – just as natural gas (methane) – so that a CO2 price has to
be paid when it is combusted. However, despite this increasing cost in synthetic methane’s levelized
costs, the technology cost decreases and the increasing benefit from inter-seasonal flexibility lead to
the future use of synthetic methane in the Turkish energy system.

8.7 Summary and conclusions

The current status of the Turkish energy system is heavily fossil fuel based and has played an increasing
role in the last decade. In this case study, a long term energy model that integrates power-to-gas
infrastructure to the current system is developed and run using GENeSYS-MOD-Turkey. The share
of renewables is increasing and it is expected that the capacity addition will play an important role
in future energy system.

The model parameters are set for four different openENTRANCE scenarios, namely DT, GD,
TF, and SC and the results are analyzed for each scenario. Most importantly, the openENTRANCE
scenarios have ambitious emission reduction targets which are included in the model with strongly
increasing CO2 prices. This case study investigated the role of natural gas storage in the future Turkish
energy systems in transition. It is shown that the use of power-to-gas technology for producing
hydrogen and/or synthetic methane and then stored in underground natural gas storage facilities
of Turkey can enhance flexibility in Turkish energy supply systems, particularly during the energy
transition until 2050. Both cases (hydrogen and synthetic methane storage in existing natural gas
storage facilities of Turkey) are studied in this case study, which provides an overview of how natural
gas storage solutions can provide flexibility for natural gas import dependent countries like Turkey by
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2050. We focus on the model outputs for natural gas, synthetic methane, and hydrogen production
and use in each scenario as well as the storage activity. In all scenarios, natural gas storage provided
some extra flexibility to the energy system. The model results show that the share of natural gas is
decreasing mainly due to renewable capacity while the synthetic gas is mainly used by industry in
future. The required underground gas storage capacity is expected to be increased in Turkey and the
model results show that the capacity will be sufficient in the future. Turkey has recently signed Paris
Agreement and announced its first NDC contributions. The National Hydrogen Strategy plan was
also announced recently which targets 70 GW electrolyzer installations by 2053. Our model results
also support this target, as in the hydrogen blending case, for example, we will need 10-20 GW of
installed electrolyser capacity in all OpenEntrance pathways.

In conclusion, we have estimated that a 200 PJ (around 5.6 bcm) natural gas storage is sufficient
for Turkish energy system with OpenEntrance storylines under different cases, as depicted in Figure
8.18. Hydrogen blending in natural gas storage and synthetic methane storage from 2040 to 2050
further declines this storage capacity requirement to 150 PJ (4.17 bcm), i.e., about a 25% decrease. .

8.8 Limitations and future extensions

Since there is no data available for the network infrastructure in any NUTS level disaggregation in
Turkey, the model cannot analyse the impacts of gas network infrastructure. A more thorough spatial
study should be examined in future research.

Although the model results provide quite useful and interesting insights for the future energy
system, the limitations in data availability prevent some more outputs to be obtained. The pro-
posed system does not consider a natural gas storage system in which the natural gas is injected and
withdrawn hourly or daily. Hence, operational constraints such as efficiency, daily limits, maximum
charge/discharge, installed capacity, and operational costs are not considered. It is assumed that the
capacity is or will be available whenever necessary and the model results are obtained. The impact
of market price on power generation, electricity use for electrolytes, and natural gas storage is not
also modeled in this system. In fact, another solution methodology other than GENeSYS-MOD might
be required to run such a system with operational constraints as the GENeSYS-MOD is a long-term
energy modelling system. Such work can be a good topic to work on for future study. We will also
continue to investigate new ways of storing green hydrogen by modeling new technologies into the
Genesys-mod-Turkey model like local residential electrolysis and then local storage of hydrogen to be
used either in hydrogen vehicles (transportation) and/or for residential and electric vehicle demand.
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